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1. Introduction: 

Typical image classification system includes 

three phases, namely the preprocessing phase, the 

segmentation and feature extraction phase, and the 

classification phase. Figure (1) gives a general 

block diagram for the image classification system. 

In the preprocessing phase, the image is first 

digitized by suitable sampling process. The image 

segmentation and the feature extraction phase are 

to be performed. The resulting image is 

segmented into many frames which are ready for 

the feature extraction. The classification phase 

assigning the image to a specific image class 

label, depending on a stored reference set. Then 

the image class entered into logical decision stage 

to give classification to the image depending on a 

database file[1]. 

 Wavelets are a useful tool for signal 

processing applications such as image processing 

(compression, denoising, recognition, etc.). Until 

recently, only scalar wavelets were known: 

wavelets generated by one scaling function. But 

one can imagine a situation when there is more 

than one scaling function. This leads to the notion 

of multi-wavelets, which have several advantages 

in comparison to scalar wavelets[2]. On the other 

hand, multi-wavelets consist of several scaling 

functions and wavelets. It is believed that multi-

wavelets are ideally suited to multichannel signals 

like color images which are two-dimensional 

three-channel signals. Multiscaling functions and 

multi-wavelets can simultaneously provides 

perfect reconstruction while preserving length 

(orthogonality), good performance at the 

boundaries (linear phase symmetry), a high order 
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of approximation (vanishing moments) and 

compact support. Thus multi-wavelet offer the 

possibility of superior performance for image 

processing application, compared with scalar 

wavelets [3-5].   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

One of the important differences between 

multi-wavelets and wavelets is that each channel 

in the filter bank has a vector-valued input and a 

vector valued output [6, 7]. A scalar valued input 

signal must somehow be converted into a suitable 

vector-valued signal. This conversion is called 

preprocessing.Identification is a form of pattern 

recognition that required the nonlinear reparation 

of pattern space into subsets representation the 

objects to be identified. Multilayer neural network 

can provide can provide the desired nonlinear 

separation. The capability of neural networks to 

perform nonlinear separation can be applied both 

to exact image feature and to identify images 

based on a feature set. Practical applications is 

distortion invariant pattern recognition have been 

found hybrid system utilizing neural network for 

identification [3, 7, 8].  

The aim of this paper is to design an automatic 

classification of digital images based on the 

combination of multi-wavelet transform and 

neural networks. The rest is organized as follows: 

Section 2 presents a mathematical material of 

discreet multi-wavelets transform combining with 

neural network. Section 3 explains the proposed 

classification system. Section 4 presents the 

experiments results with examples. Finally 

conclusion is finishing this paper 

 

2. The combination of  multi-wavelets 
and neural network: 

Any good transform should possess several 

important properties: orthogonality, symmetry and 

finite-length filters for computational efficiency. 

However, most real scalar wavelet transforms fail 

to possess these properties simultaneously. To 

circumvent these limitations, multi-wavelets have 

been proposed where orthogonality and symmetry 

are allowed to co-exist by relaxing the time-

invariant constraint. Multi-wavelets may be 

considered as a generalization of scalar wavelets. 

However, some important differences exist 

between these two types of multiresolution 

transforms [2, 9]. 

For the purpose of this paper the Discreet 

Multi-Wavelet Transform (DMWT) was applied 

an original image to get the image features 

Figure (1) General block diagram of a digital image identification system[1] 
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extraction that are reflect the information of an 

original image. Because there is no a priori 

knowledge and experience, only from these 

features that is not convenient for the image 

classification. So a neural network is used to fit 

the values extracted by the DMWT. Then a 

mapping relation between images can be obtained 

by the pattern recognition of image based on the 

neural networks. 

 

2.1 Multi-Wavelet Decomposition of the Image: 

Multi-wavelet offers simultaneous 

orthogonality, symmetry, and short support, 

which are not possible with scalar two-band 

wavelet systems. This process is divided into two 

parts: preprocessing and decomposition. 

 

2.1.1 The Preprocessing Part:  

Traditionally scalar signal consist of one 

stream but the DMWT algorithm requires 

multiple input streams, a method of mapping the 

scalar data to the multiple streams has to be 

developed. DMWT (for more information refer to 

[2, 10] ) contains the two scaling functions  1(t), 

 2(t) and the two wavelets   1(t),  2(t), where 

L = 2, M = 4. The dilation and translation 

equations for system have four coefficients are as 

follows: 

………….. (1) 

 

 

 

 

  …………. (2) 
 

This mapping process is called preprocessing and 

it is done by a prefilter Q, the minimal matrix 

prefilter was used where L=2, (L is the number of 

decomposition levels).  
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                         f2 (n + k) + 1 

C0,k =       Qn                                                               ………………... (3) 

                         f2(n + k) + 2 

 

Which means the data is partitioned into a 

sequence of L-vectors and a filter is applied 

defined by a sequence of L by L matrices Qn. 

 

2.1.2 Two Dimensional DMWT Decomposition: 

Using the same idea of separable 

decomposition along each dimension of a two-

dimension image, the above Multirate pre-filter 

can integrated with Mallat's pyramid algorithms, 

where tensor products of the one-dimensional 

filter banks are used to process two-dimensional 

(2-D) images. Figure (2) shows the multi-wavelet 

framework for image decomposition. The prefilter 

is first applied to all the rows of the given image, 

before the application of first level of 

decomposition to each of the resultant rows. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2: Two level of 2-D multi-wavelet decomposition of a 2-D image of size N×M 

 



 

 
 

321 

J.Thi-Qar Sci.                        Vol.3 (2)                                  Feb./2012 

 

The first half of each row contains coefficients 

corresponding to the first scaling function and the 

second half contains coefficients corresponding to 

the second scaling function. Then the prefilter and 

decomposition operations are repeated to the 

columns, such that the first half of each column 

contains coefficients corresponding to the first 

scaling function and the second half of each 

column corresponds to the second scaling 

function. Then the multi-wavelet cascade starts–it 

consists of iterative low and high-pass filtering of 

the scaling coefficients in horizontal and vertical 

directions. At the end of the first of 2-D multi-

wavelet decomposition (one cascade step), there 

are 16 sub-bands intermediate image as shown in 

figure (3-a).A typical block H
2
L

1 
contains low-

pass coefficients corresponding to the first scaling 

function in the horizontal direction and high-pass 

coefficients corresponding to the second wavelet 

in the vertical direction. The next step of the 

cascade will decompose the "low-low pass" 

submatrix shown in figure (3-b) in a similar 

manner.  

No prefiltering is performed for these 2-D 

decompositions where the one-dimensional (1-D) 

multiwavelet decomposition is applied first to the 

rows followed by those to the columns. In this 

fashion, an L-level decomposition of a 2-D image 

will produce 4(3L+1) subbands. The 2-D 

reconstruction of a 2-D image is obtained by 

simply performing all the steps described above 

for decomposition in the reverse order. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

The separable product of one-dimensional 

"repeated row" algorithms leads to a 4:1 data 

expansion. This will restrict the utility of this 

approach to applications such as denoising by 

thresholding, for which critical sampling is 

irrelevant. The separable product of the 

approximation-based preprocessing methods 

yields a critically sampled representation which is 

potentially useful for both denoising and data 

compression. 

The result of this 2-level DMWT 

decomposition will be 24 sub images except for 

the low-low pass sub images which will not be 

used because it loses the information through the 

decomposition levels. 

2.2  Neural Network:  

A neural network (NN) combined with multi-

wavelet transform will be used in the proposed 

image classification system. The dynamical 

learning property of the neural network can be 

applied in system classification. The states of the 

neurons can represent the elements of the 

adjustable model, which is compared with the 

system to be identified. The learning rule is 

designed in such a way as to minimize the error 

between the system and the model.  

The proposed NN consists of 24 nodes in the 

input layer which correspond to the number of 

features computed for the input image, and 48 

nodes in the output layer which correspond to the 

Figure 3 :( a) Two dimensional Multi-wavelet first level decomposition. 

(b) The low-low-pass submatrix. 
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number of image classes the application system is 

concerned with. Two hidden layered networks can 

represent an arbitrary decision boundary to 

arbitrary accuracy, and could approximate any 

smooth mapping to any accuracy with sigmoid 

activation functions. 

Levenberg_Marquardt (LM) [11, 12] is 

training algorithm used to train Multi layer Feed 

Forward networks (MLFF), based on nonlinear 

optimization technique by minimizing the Sum of 

Squares of Error (SSE). It has better convergence 

properties and it is well known that, it is the best 

choice in many offline training of neural nets. 

Figure (4) the steps of illustrates the LM 

algorithm. The search direction for the LM 

algorithm is defined by:  
  

∆w = (JT*J + η * I )-1*(-J * ς ) 

Where: 

JT: Jacobean matrix of proper dimension. 

JT*J: covariance matrix of proper dimension. 

∆w: correction matrix of proper dimension. 

η: learning parameter 1> = η>0. 

I: identity matrix. 

ς: Difference between network output and desired output.                                  

                                                                   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure (4) the steps of LM algorithm  
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3. Tth proposed image classification 

system: 

The input to the system is a grayscale image 

of size 128 × 128. The procedure of image 

classification system consist of three phases: build 

the reference images set, neural network training, 

and classification. 

First: Build the reference set phase.  

In this phase a reference set of all system images 

are built. Figure (5) illustrate the flow chart to 

generate a reference set. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Second: Neural Network Training phase. 

There are two phases in neural information 

processing: which are the learning phase and the 

retrieving phase. A multilayer feed-forward neural 

network is used with two hidden layers. The tan 

sigmoid function has proven to be suitable for the 

transfer function. The training algorithm used is 

the Levenberg Marquadt training algorithm. The 

proposed NN consists of 24 nodes in the input 

layer which correspond to the number of features 

computed for the input image, and 48 nodes in the 

output layer which correspond to the number of 

texture image classes the application system is 

concerned with.Learning in neural networks 

involves adjusting the connection weights so that 

the difference between the output and the desired 

output is deceased. Once the network weights and 

biases have been initialized, the network is ready 

for training. The training process requires a set of 

examples of proper network behavior. The input 

(training pattern) to the net will be the feature 

vectors stored in the reference file for all the 

images concerned the application we work with to 

Figure (5) Generation of reference set flowchart  
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make the net learn the characteristics of those 

images. 

 

Third: Classification phase: 

The steps of the classification phase are given 

below: 

1- The unknown image is entered to the 

system. 

2- Decompose the image from step (1) using 

multi-wavelet transformation, the result will 

be (24) sub images except for the low-low sub 

image. 

3- Construct image feature vector that 

contains information about important features 

on the image, by calculating the energy 

feature for each one of the (24) sub images 

resulting from step (2) above, which describes 

the image.  

4- Classify the unknown image using the 

feature vector which results from step (3), 

which is first normalized and then entered to 

the neural network trained in phase two. 

5-  Classification of the class label resulted 

from step (4) are used in this classification 

application system and the corresponding 

image classification for each class. The result 

of this matching process is classification for 

the unknown texture image entered to the 

system. 

 

4. EXPERIMENTAL RESULT:  
Several experiments were carried out to test 

the proposed image classification system. There 

were carried out two distinct families of samples:  

 Natural images: The performance of our 

method on images of natural image using 

multiwavelets. 

 Synthetic images: These tests are performed 

on several synthetic images. 

 

To test the results of the proposed 

classification algorithm, this classification 

algorithm has been tested on 12 original and 

constructed images from the original images 

saved in a reference set file (refer to Appendix A). 
  

Example (1): Natural image 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure (6): (a) Natural unknown image. Two-level multi-wavelet decomposition, (b) Prefilter along rows, (c) First 

level decomposition along rows, (d) Prefilter along columns, (e) First level decomposition along columns, (f) 

Low-low pass submatrix of size 64×64, (g) Second level decomposition along rows for the low-low pass 

submatrix, (h) Second level decomposition along columns for the low-low pass submatrix. 
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where,    

The feature vector for the 24 sub images = (0.1376, 0.0095, 0, 0, 0, 0.1078, 0.0023, 0, 0, 0.8647, 0.2673, 

0.0868, 0.0023, 0.0651, 0.0143, 0.0543, 0.0845, 0.0152 , 0.0719, 0.0543, 0, 0, 0, 0) 

 

Example (2): Synthetic image  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

where,    

The feature vector for the 24 sub images = (0.1376, 0.0095, 0, 0, 0, 0.1078, 0.0023, 0 , 0 , 0.8647, 0.2673, 

0.0868, 0.0023, 0.0651, 0.0143, 0.0543, 0.0845, 0.0152, 0.0719, 0.0543,0 ,0 ,0 ,0) 

 

The Classification: After decompose image, as 

shown in previous examples, the neural network 

has been trained in phase two, the net can be 

tested to classify images. The feature vector 

results (as stated in previous examples) will be 

first normalized and then entered to the trained 

neural network. The result of the adapted learned 

weights and the output of the net will be the entire 

node 1 which has an output 1.000, which means 

that it is the active node the class label given to 

the entered unknown image is 1. 

 

 

 

4.1 Evaluation tests of the results:                    
     A combined method between multi-wavelet 

and neural network is proposed and trained and 

the tested results show that this method gives 

perfect classification results. Our results show that 

a multilayer feed-forward network has potential 

for classifying image into 48 classes with high 

accuracy. However, the computation time 

required for training the network depends on the 

properties of the combined feature set. The 

number of nodes in the neural network output 

layer corresponds to the number of classes in our 

training data (i.e. 48) fixed layer. The number of 

Figure (7): (a) Natural image, (b) Prefilter along rows, (c) First level decomposition along rows, (d) 

Prefilter along columns, (e) First level decomposition along columns, (f) low-low pass submatrix of size 

64×64, (g) Second level decomposition along rows for the low-low pass submatrix, (h) Second level 

decomposition along columns for the low-low pass submatrix. 
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nodes in the input layer varies according to how 

many features we use in the experiment.  

On the other hand, well-known problems 

involved in the use of neural networks are to be 

faced. No general criteria for defining a suitable 

network architecture, dependence of classification 

results on training conditions (choice of the 

training set, initial weights, training parameters, 

etc.) and difficulty with interpreting the “ network 

behavior ’’.     

5. CONCLUSION: 

From the test of the proposed method 

concluded that Multi-wavelets are a new addition 

to the body of wavelet theory. Realizable as 

matrix-valued filter banks leading to wavelet 

bases, multi-wavelets offer simultaneous 

orthogonality, and short support, which is not 

possible with scalar 2-channel wavelet system. 

Multi-wavelets differ from scalar wavelet systems 

in requiring two or more input streams to the 

multi-wavelets filter bank. Multi-wavelets are 

generated by more than one scaling function. 

There are many degrees of freedom in the 

construction of multi-wavelets. These allow for 

more features to be built into a multi-wavelet 

transform, and enable one to construct multi-

wavelet filters to suit one's need.  

Many types of images were decomposed using 

different DMWT and features were computed on 

the decomposed sub-images. The proposed 

DMWT method was examined on the database 

under consideration. After testing all the images a 

correct classification rate of 98% was achieved.     

A neural network approach was selected to be 

combined with the MWT order to develop the 

classification rate to be perfect. Neural networks 

have proven to be highly adaptable classifiers for 

mixed data sets where the user does not wish to 

describe the data by a fixed statistical model. 
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Appendix A: The Original Reference Set Images                                                                                   
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 نظام تصنيف الصور باستخدام المويجات المتعدده و الشبكه العصبيه

 

 :ةالخلاص

تصننف ا نسفةننعب دوننً كبينا  ف ننينا عننو ندصننفعنب بندتفةننل نننن فوننك بعننو ندتاف نننع  ندوةنن ي بلا عننو ندةننفبن  نس  نني  تف نن    ند ب عننب إن 
 نننل ندهنننف    تفب نننو  تونننكك ند ب عنننع نت نننعك ن نننص ك ننن  ندفعلان نننص تصنننف ا ندصنننبي ننت نننك ندففننن  أصنننفف     نننب عنننو تف  نننو بت   ننن  ندصنننبيلا 

تفب و  توكك ند ب عع  ذب تي  ً  صفبععتو تفعظيي   ع  عو ن   فعةنفعا عنكنا لاةنت  ص ندصنفع  بفصنبي  أ فنو  نن تفب نو ند بعنب إن لاندوصف  
صننف ب  ننل تفب ننو  توننكك ند ب عننع    ننبن ٪ عننو تصننف ا ندصننبي بفننك   ندهننف ب ندو11أن تفب ننو  توننكك ند ب عننع  فننن  فععفننعا  نننكني   ندوننككيلا

 Levenberg٪ ، ف ننن  تنننر ندتنننكي ً فعةنننت كنر اي ننننب 311 ننننكني تنننوت ي نلاتفنننعك ن نننص ن   نننب ندتصنننف ا عنننو إفعنننع  بتفف نننذ ندصنننبي ف ننننكني 

Marquardt Algorithm  لا ) 


