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 Abstract: 
The study deal with a single machine scheduling problem where the objective is to find the sequence 

which it give the optimal or efficient solution for the objective function the sum of discounted weighted 

completion time and number of tardy jobs. The optimal solution was found for some special cases. Ant colony 

optimization (ACO) using to found an approximate solution. Results of extensive computational tests show 

that proposed (ACO) is effective in solving problems up to (1000) jobs at a time less than or equal to (10) 

minutes. 
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1. Introduction: 
A set   {       } of   independent jobs 

has to be scheduled on a single machine to 

minimize a bi-criterion. This study concerns the 

one machine scheduling problem with multiple 

objectives function denoted by     ∑    
 
      

          ). Clearly that the objective function 

consist from two P-type problems. The first one 

    ∑   
 
             which it solve by 

WDSPT rule (Pinedo, M.L (2008)), and the 

second problem     ∑   
 
    which it solve by 

moor's algorithm (Moore J.M (1968)). The 

composed problem is NP-hard, because the 

problem     ∑   
 
    ∑   

 
    is NP-hard (T.S. 

Abdul-Razaq et al. (2000)), because ∑     
 
    is 

generalize to ∑   
 
    and ∑   

 
             is 

extension to ∑     
 
    (Pinedo, M.L (2008)). In 

this problem, preemption is not allowed, no 

precedence relation among jobs is assumed, only 

one job   can be processed at a time. Each job   
needs    time units to be processed on the 

machine, and ideally should be completed at its 

due date   . The completion time is    (   

                      and     ). If a job   is 

completed after it’s due date (      then     ), 

this job is said to be late or tardy job, otherwise 

(      then     ), and this job is said to be 

early or on time. Our objective is to find a schedule 

to minimize the sum discounted total weighted 

completion time (∑   
 
            ) and the 

number of tardy jobs (∑   
 
   ). 

 

2.  Problem Formulation:  

       We can be stated the problem    
 ∑    

 
             ∑   

 
    ) as follows: 

A set of   independent jobs   {       } 
are available for processing at time zero, job   
(   ) is to be processed without interruption on a 

single machine that can be handled only one job at 

a time. For a given sequence   of the jobs, 

completion time       and number of tardy jobs 

∑   
 
    are given respectively by: 

 

The aim is to find a sequence   that minimize  

 

 

the total cost Z, which can formulation it 

mathematically as: 
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Where    ,   represent the set of all feasible  

 

 

 

solutions, | |     and      is the  th positon in 

schedule  .  
 

3.  Optimal Solution: 
In this section, we shall give optimal solution 

for our problem (P) when the data of problem 

satisfy some conditions. 
 

Theorem 1: If      and            

        , then (MA) gives an optimal solution, 

for               ∑    
 
             

    problem. 
 

Proof: 

Since      and                    , 

then any order gives (WDSPT) rule. Then the 

problem               ∑    
 
      

           is depend on            

   ∑   
 
   . So (MA) gives an optimal solution for 

              ∑    
 
                 

problem. 
 

Theorem 2: If      and            

        , then the sequence which is sequencing 

the jobs in decreasing order of their weight, gives 

an optimal solution for            

   ∑    
 
                 problem. 

 

Proof: 

Since      and                    , 
then any order gives the optimal for the problem 

              ∑   
 
   . Then the problem 

              ∑    
 
                 is 

depend on               ∑   
 
      

      , and it was solved by sequencing the jobs in 

decreasing order of their weight, (because     ). 
 

Theorem 3: If     ,      and      

              , then any order gives an optimal 

solution, for                  

 ∑    
 
                 problem. 

 

Proof: 

Since                      

        , then any order gives (WDSPT) rule and 

(MA). Then any order gives an optimal solution, 

for                   ∑    
 
      

           problem. 
 

Theorem 4: If ∑   
 
                    

∑   
 
                , then (MA) gives an 

optimal solution, for     ∑    
 
             

    problem. 
 

Proof: 

Since     ∑   
 
             is minimized 

by(WDSPT).And ∑   
 
                    

∑   
 
                . Then (MA) rule is 

optimal for both criteria (∑   
 
             and 

∑   
 
   ). Hence (MA) rule is optimal for    

 ∑    
 
                 problem. 

 

Theorem 5: If ∑   
 
        ∑   

 
          , 

then (     ) gives an optimal solution, for 

    ∑    
 
                 problem. 

 

Proof: 

Since     ∑   
 
    is minimized by (MA). And 

∑   
 
        ∑   

 
          . Then 

(WDSPT) is optimal for both criteria 

(∑   
 
             and ∑   

 
   ). Hence 

(WDSPT) is optimal for     ∑    
 
      

           problem. 

 

 

4. Heuristic: 
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The following algorithm (heuristic) has been 

proposed to obtain the upper bound for the 

problem (P). 

Step (1): Let                      be a 

sequence which obtained by applying (MA). 

Step (2): Let Q be a subsequence of tardy jobs 

which is obtained from  . 

Step (3): Let                      be a new 

sequence, which is obtained from   after 

ordered the jobs of Q according to 

(WDSPT) rule. 

Step(4): Compute | |     ∑      
 
               . 

Step (5): Stop. 
 

5. Ant Colony Optimization: 
The Ant Colony Optimization (ACO) 

algorithm, originally introduced by (Dorigo et al. 

(1991)), is a cooperative heuristic searching 

algorithm inspired by the ethological study on the 

behavior of ants. It was observed that ants – who 

lack sophisticated vision – could manage to 

establish the optimal path between their colony and 

the food source within a very short period of time. 

This is done by an indirect communication via the 

chemical substance, or pheromone, left by the ants 

on the paths. Though any single ant moves 

essentially at random, it will make a decision on its 

direction based by the “strength” of the pheromone 

trails that lie before it, where a higher amount of 

pheromone hints a better path. As an ant traverses 

a path, it reinforces that path with its own 

pheromone, which in turn creates an even larger 

amount of pheromone on those short trails, which 

makes those short trails more likely to be chosen 

by future ants (Gang Wang et al. (2005)).  
 

5.1.Historical development of ant colony 

optimization: 

Ant algorithms are a population-based 

approach, which has been successfully applied to 

several NP-hard combinatorial optimization 

problems. As the name suggests, ant algorithms 

have been inspired by the behavior of real ant 

colonies. One of the main ideas of ant algorithms is 

the indirect communication of a colony of agents, 

called (artificial) ants, based on pheromone trails 

(pheromones are also used by real ants for 

communication). The (artificial) pheromone trails 

are a kind of distributed numeric information 

which is modified by the ants to reflect their 

experience while solving a particular problem. 

(Dorigo et al. (1997)) have applied the first ACO 

algorithm, called ant system (AS) to the traveling 

salesman problem (TSP). In spite of hopeful 

results, the algorithm results were not comparable 

to the other advanced algorithms that were already 

applied to solve this problem. Despite the fact, this 

algorithm built important principles in creating 

algorithms that are more advanced. At the present 

time, many algorithms have been suggested based 

on the improvement of AS algorithm and used for 

solving various problems (Keivan G et al. (2006)). 
 

5.2.  Basic definition of (ACO):  

The Main idea of the (ACO) is to keep a 

population or colony of (n) artificial ants that 

iteratively builds solution by continually applying 

a probabilistic decision policy (n) times until a 

solution is found. Ants that found a good solution 

mark their path through the decision space by 

putting some amount of pheromone on the edges of 

the path. Ants of the next iteration are attracted to 

the pheromone resulting in a higher probability to 

follow the already traversed good paths. In 

addition to the pheromone values, the ants will 

usually be guided by some problem specific 

heuristic for evaluating possible decisions 

regarding which direction to take along the way. In 

ACO algorithm, ants have a memory that stores 

visited components of their current path. Apart 

from the construction of solutions and depositing 

of pheromone, the ACO incorporates two other 

methods, pheromone evaporation and optional 

daemon activities. Pheromone evaporation causes 

the amount of pheromone on each edge to decrease 

over time. The important property of evaporation is 

that it prevents premature convergence to a sub-

optimal solution. In this manner, the ACO has the 

capability of “forgetting” bad solutions, which 

favors the exploration of the search space. Daemon 

activities can be any action such as a local search 
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technique over the solutions of ants. Off-line 

pheromone updating occurs if the daemon is given 

the responsibility of laying pheromone on the 

edges (Ventresca M et al. (2004)). 
 

5.3.Ant Colony Optimization (ACO) Algorithm: 
ACO was suggested as a new heuristic 

method to solve optimization problems by (Dorigo 

et al. (1999)). The reformed form of the (AS) 

algorithm and functions is shown as follows. Each 

ant generates a complete solution by choosing the 

nodes according to a probabilistic state transition 

rule. The state transition rule is given in (3) is 

called a pseudorandom-proportional rule:  
 

 

 

 

 

Where     is the amount of pheromone in edge 

  ,     
 

   
 where     is the cost of edge       and 

  are parameters that determine the relative 

importance of   versus  , and   
  is the remaining 

node set of ant   based on moving from node   to 

build a feasible solution (Keivan G et al. (2006)). 

The parameters     are user defined 

parameters that determine the degree to which the 

pheromone is used versus the heuristic distance in 

deciding where to move. Setting     will result 

in only the pheromone information being used 

whereas if      only the heuristic information 

will be used (Ventresca M et al. (2004)). 

In either case in ACO, only the globally best 

ant that has built the best solution deposits 

pheromone in the graph. At the end of an iteration 

of the algorithm, once all the ants have built a 

solution, pheromone is added to the arcs used by 

the ant that found the best tour from the beginning 

of the trial. This updating rule is called the global 

updating rule of pheromone: 
 

 

 

Where       is a pheromone decay parameter 

and      equal to  

 

 
 

 

 

 

In ACO, ants perform step-by-step pheromone 

updates using local updating rule of pheromone. 

These updates are performed to favor the 

emergence of other solutions than the best so far. 

The updates result in step-by-step reduction of the 

pheromone level of the visiting edges by each ant. 

The local updating rule of pheromone is 

performed by applying the rule: 
 

 

 

 

   is a small fixed value and       is the local 

evaporation of pheromone (Keivan G et al. 

(2006)). 

 

6.  Computational Experience: 
          The ACO algorithm is tested on problem 

(P) for finding the near optimal solution by coding 

it in Matlab R2010a and running on a personal 

computer Lenovo with Ram 8 GB. Test problems 

are generated as follows: for each job j, an integer 

processing time    and an integer weights    is 

generated from the discrete uniform distribution [1, 

10]. Also, for each job j, an integer due date    is 

generated from the discrete uniform distribution in 

the interval [q(1-TF-RDD/2), q(1-TF+RDD/2)], 

  ∑   
 
   . Depending on the relative range of 

due date (RDD) and on the average tardiness factor 

(TF). For both parameters, the values 

                and     are considered. For each 

selected value of n where n is the number of jobs, 

five problems were generated. 

           In contracts of the local search algorithms, 

the ACO algorithm does not start from initial 

solution as we see, this will make ACO algorithm 

occasionally weaker than the other local search 

algorithms. In this paper, we modified the ACO 

algorithm by making it start from a good heuristic 

method, doing this modification for ACO 
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algorithm (the new procedure) is as follows: 

Updating (global updating) the path (solution), 

found by the considered heuristic before starting 

the ACO algorithm procedure (old procedure). 

Particularly for our problem, we use heuristic 

(which introduced in section four) as an initial 

solution. The following table (1) shows that the 

two solutions for each example found by both of 

the new and old procedure and also the number of 

best solution for each procedure. 

Where  

n = the number of jobs (problem size). 

New pro. = the value of ACO that use the new 

procedure. 

Old pro. = the value of ACO that use the old 

procedure. 

No. best = number of best solution of examples 

with associated procedure. 

 

 

 
 

 
 

 

 
 

 

 

It is clear that the algorithm that uses new 

procedure (start from a good initial solution) is 

better than the algorithm that uses old procedure 

(without initial solution). 
 

7.Conclusions: 
In this paper, we consider a single machine 

scheduling problem to minimize Multiple 

Objective Function (MOF), we assume that a job i 

is a valuable to processing at time zero. ACO 

presented for problem. Several results concerning 

optimality of five solvable special cases are 

presented. The computational result shows that 

uses new procedure (start from a good initial 

solution) is better than the algorithm that uses old 

procedure (without initial solution) 
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