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Abstract:

Student achievement variables that may be included into student database can be classified into three main
categories, student variables. Instructor variables and general variables. This paper presents a new machine-learning
model for extracting knowledge From student attributes in a given database. This knowledge can be used for
determining the relative importance and effectiveness of student's attributes for the prediction of their college academic
achievement, and the relationship between these attributes and their achievement. The model includes three main
algorithms namely: preprocessing of database, attribute selection and rule extraction algorithm. Preprocessing of
database aims to alleviate the dimensionality of the given database. It is performed according to (i) Detecting memo
attributes and abstracting their field values into minimum abstraction level, (ii) Detecting the attributes, which have
repeated values (including sparse values), and dropping them from database and (iii) Using fuzzification for transferring
the attributes of continuous values into linguistic terms. This transformation leads to reducing the search space.
Attribute selection algorithm selects the most relevant attributes set by the calculations of an evaluation function. The
resulted set of attributes is passed to rule extraction algorithm for extracting an accurate and comprehensible set of rules.

Keywords: Student Achievement Variables, Attribute Selection, Dimensionality Reduction, Rule Extraction,
Knowledge Acquisition.
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1- Introduction:

Student achievement encompasses student ability
and performance. It is multidimensional intricately
related to human growth and cognitive, emotional,
social, and physical development. It does not relate to a
single instance, but occurs across time and levels,
through a student's life, Merriam Webster defined
achievement as "the quality and quantity of a student's
work'[1].

There are several attempts to find relationship
among academic achievement and other individual
variables such as, mental capacity, emotional
intelligent, gender, and other variables [2]. Self
evaluations of one's abilities not only statistically
predicted one's preferred way of doing things, including
learning approaches, modes of thinking, and thinking
styles, but also predicted the degree of intensity of one's
interest in different types of careers, one's cognitive —
developmental levels, as well as one's personality traits
[3]. The relative importance and effectiveness of
student's attributes on the predication of his / her
college academic achievement, and the relationship
between these attributes and their achievement are
active fields of research [8][14].

Student databases which include the effective
attributes are rich sources of knowledge, however they
need further analysis to be transformed it into useful
knowledge. Unfortunately these databases are so large
that human analysis to extract useful knowledge is
difficult even with the capabilities of modern database
systems [15] . The need of tools to tap this knowledge
and bring it to a specific level of abstraction where it
can be used in decision-making and expert system
design is necessary. This has led to the emergence of
data mining[16]. The goal of data mining is to discover
knowledge that has not only high predictive accuracy
but also is comprehensible to user. This goal can be
achieved by using high level knowledge representation
[17]. Popular machine learning techniques for
extracting If THEN rules from databases are 1D3 [18].
[19] and is successor, C4.5 [20], multi-layer feed-
forward artificial neural networks (ANNSs) [21][22] and
evolution-based genetic algorithms (Gas) [23][24].
However, they suffer from the following problems; (i)
ID3 and C4.5 lack backtracking and may ignore some
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attributes, so they make less accurate prediction. (ii)
ANNs suffer from the curse of dimensionality because
the number of input nodes increased exponentially with
the input values of attributes. (iii) Gas suffer from
difficulty of input data representation. Other rule
induction algorithms were based on complex statistical
evaluation function, which make the heuristic search
computationally burdensome specially in case of large
noisy databases. Also some of these algorithms can't
deal with databases of continuous attributes.

This paper describes the student attributes which
may affect his/here academic achievement. It also
present algorithms for selecting the most relevant
attributes, and extracting useful knowledge from them.
The paper is organized as follows. First it briefly
describes the student variables (attributes). Next an
automated knowledge extraction model for extracting
rules from databases is presented. Finally the model is
applied on student database and the paper is concluded.
The proposed framework for predicting learner's
achievement from a data mining technique is shown in
figure (1).

Students Database

l

Abstaction of Memo Values' Attibutes
Fuzzific ation of Continuous Values' Altributes
Cropping of Dominant Values' Attnbutes
Calkculate the Evaluation Function
Select the Most Relevant Attributes

Rule Extraction Algorthm

Figure 1: The proposed framework for
predicting learner's achievement

2. Student Achievement Variables
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The academic achievement studies according to
achievement can be classified into three main
categories: student's variables, instructor's variables and
other general variables. The following section presents
some of these studies and the main related works.

2.1. Student's Variables

A study to evaluate the process of selecting for
engineering and other sciences courses at a tertiary
institution through some predictor variables was
presented [2]. The variables were the grade results for
science, English and mathematics, the general
scholastic aptitude test senior, the senior attitude test
and sixteen personality factor questionnaire.

Data Mining Approach fore predicting Learner's
Achievement. The relationship between self-identity
and academic persistence and achievement in a counter
stereotypical domain was a study conducted by cover
[3]. It revealed that the higher self-concept and self-
schema, the more positive self-description and the
better the academic achievement. The study also
showed that self-identity improves through social
interaction communication with others, which would
enhance achievement.

Prediction of student achievement based on
development study and investigating different students'
types of censoring variables influencing student
achievement was appropriate for realizing student
achievement [4]. The variables were the number of
credit hours and grade point average (GPA).

A report that illustrates the use of hierarchical
linear models (HLM) with national assessment of
educational progress (NAEP) data to identify student
achievement was introduced [5]. The report focused on
the methodology. The multilevel nature of data and
student-level outcomes such as gender and
race/ethnicity were used to predict function for school-
level factors.

Several types of HLM analysis were conducted
on 1990 NAEP data to predict achievement outcomes in
mathematics and geometry, predicting average
achievement between school, the gender gap, and the
race/ethnicity gap.

The validity of Miller analogies test (MAT) for
predicting achievement of graduate students in
education was investigated [6]. The extent of age and
gender differences in prediction of graduate student
performance from MAT scores were examined. Results
from this study indicated that MAT scores were
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significantly correlated with students' cumulative grade
point averages and with their grade performance in five
specific graduate courses.

Differences in predicting achievement by sex on
the lowa tests of basic skills (ITBS) from the verbal,
quantitative, and nonverbal scores on the cognitive
abilities test was examined [7].

2.2 Instructor's Variables

Many studies examine the ways in which
instructor variables such as qualifications and other
inputs are related to student achievement. Instructor
effects appear to be additive and cumulative.
Instructors' competence variables which have been
examined for their relationship to student achievement
include: general academic ability and intelligence,
verbal ability , years of teaching experience, measures
of subject matter and teaching knowledge, certification
status, and teaching behaviors. Medley et.

Concluded that there is little or no relationship
between instructors' measured intelligence and their
student's achievement [8].

Murnane concluded that instructors' verbal ability
is related to student achievement and this relationship
may be differentially strong for instructors of different
types of students [9].

Kreitzer found small, statistically insignificant
relationship  between instructors' subject matter
knowledge and their student's achievement [10].

Byrne summarized the results of thirty studies
relating instructors' subject matter knowledge to student
achievement [11]. The instructor knowledge measure
were either a subject knowledge test or number of
college courses taken within the subject area. This was
supported by Monk's in a study of mathematics and
science achievement [12]. Brophy linked student
learning to wvariables such as instructor clarity,
Enthusiasm, task-oriented behavior, variability of
lesson approaches, and student opportunity to learn
criterion material [13]. Instructors' abilities to structure
material, ask higher order question, use student ideas,
and probe student comments have also been found to be
important variables in what students learn.

2.3. General Variables

There are additive variables, such as, class sizes
and pupil loads, planning time, opportunities to plan
and problem solve with colleagues, curricular supports
including appropriate materials and equipment, and
library media programs [14].
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As mentioned in the previous studies the student's
variables are the most effective on the student's
achievements. The following section concentrates on a
novel machine learning model to extract knowledge
about student achievements where student variables are
given in database.

3. Knowledge Extraction for predicting

student Achievement

The use of student's variables (attributes) given in
student database to extract knowledge about the student
achievement is the purpose of the following sections.
The automated knowledge acquisition model developed
in the following sections consists of three main parts.
Namely; preprocessing of database, attribute selection
and a rule extraction.

3.1. Preprocessing of Database

Field values in the real world database may take
different shapes, model values, missing values, unique
values (s), and constant values fields. The unique value
fields have a different value for each record. The fields,
which have normal values, contain information and are
important in acquiring knowledge. These fields
determine each record exactly and have no predictive
value. One value fields (undervalued) does not contain
information that helps different between different files.
They should, therefore, be ignored for purposes of data
extraction. As general, if 85-99 percent of the values in
fields are identical then these fields will be useless [15].
Some fields may contain missing values (kind of dirty
data), so these fields must be ignored. The main
problem occurs in the fields that contain multi-terms
(complete paragraph) such as the patient complaint in
medical database and the favorite subject in student
database. These fields contain valuable information but
they may include data that has the same meaning with
different expressions. Pruning or abstracting this kind
of data is necessary in order to reduce their values and
consequently transforming them into columns with
normal values. The following techniques are used to
perform these aims.

3.1.1. Text Attribute Abstraction

The learning algorithms assume that the attributes
in database contain single symbolic or numeric value.
However, attributes of text (memo) values may exist in
real database. These attributes must be abstracted to the
minimum level. Information retrieval system, which
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users vector space representation to the memo data, is
one approach to the memo representation [16].
However, it fails with memo of high dimensions. Other
statistical measures for weighting terms in the memo
attributes were introduced (27). However, two or more
terms with completely different meaning may have the
same weight, which yields to ambiguity and difficulty
in the final interpretation. Pruning the field data from
undesired words may be another approach.
Unfortunately, these words are unlimited and their drop
may lost the sentence meaning. A new approach to
information extraction based on capturing the relevant
terminology in specific domain is presented here. It
depends on building a domain field dictionary (DFD)
with the help of domain expert and matching the memo
field with the terms of the DFD. The domain field
dictionary includes the possible relevant expression sets
Si;

DFDset = U%,

The matching process between the memo search
term, STj, and the DFDset has one of the following
conditions:

e ST;j#S; and ST;¢ S
e ST;#S; and ST;< Sk .oeveenenn 2
e ST;#S; and ST;£S
e ST;#S; and ST;<S
Where:

ST; = Si , indicates that the memo search term is
identically exist in DFD set

ST;< Sk, indicates that the memo search term is exist as
a part of Si in DFDset

forj =1toIDO
STj=1{ ):

Do While not end of m em o field)
Abstraction_fun:

LsTj={ & If8Tj= Sjand 8Tjc &
STj = {first word in field} LT} = 8T,
Else
Then £ ST; = 51 and STy = &
L3T;= ST, Then
Elzs LST; = { }
If STj=5i and STy ¢ ¢ §Tj = ST, + Nextword in field;

Then Call Abstraction fun;
Drop ST; EndIf
LsTi={ } EndIf
Else EndIf
If 5T =§; and 5Tj < 5¢ EndIf
Then FFT; =FFI; ULST;
8T = { Nextword in field; }

Loop
J: Total number of records.
LTS;: Last term in the j" record
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FV;: Field value Set, in thejth record

3.1.2. Fuzzification of Continuous Attribute

If the database contains continuous attributes
(real values), a search based on all the values of the
thread is possible to extract the rules leads to
cumbersome calculations and takes time. This problem
can be solved by using fuzzification process, reduction
of search space. A membership function describes the
fuzzy subset of universe of discourse U (0,1), that
represents the degree to which and belongs to the set V.
A fuzzy linguistic variable, V, is an attribute whose
domain contains exact values, which are labeled for the
fuzzy subsets (28). Therefore, continuous attributes can
be converted into scientific term such as; short (S),
medium (M) and long (L). A non-overlapping
rectangular membership function may be used, and the
bounds of each scientific term can be determined by
using the horizontal histogram of real values (29).

3.1.3 Dominant Values Attribute Reduction

Any attribute in given database may have n
values; {vl, v2,..., vk...,vn}. Assuming that the
missing values in a given column will take the same
value such as "null". These values can be used for
determining the attribute type by calculating their
probabilities of existence {pl,p2,...,pk...pn}. If pk
equals 1.0 then the attribute belongs to one value
attributes and If pk in range 0.85 to 1.0 then type of
attribute is almost one value. Such attributes must be
stripped from the database because they have worthless
information.

Forj= 1toj
(J : number of columns)
ForK=1ton
(Pw); =

No.of idintical values of typeV K

Totl number of values

Find max {P1, P2, ..., Pk, .... Pn } ;
IF max {P}; > £
THEN
(Drop feature from the original table)
ELSE Keep the attribute in the database
Next K
Next j
Where;
£: isthe threshold level for attribute dropped.

3.2. Attribute Selection
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Preprocessing stage of database constructs new
universal attribute set, Uatt new (Uatt new < Uatt).
This set is now suitable for extracting the most relevant
attributes. The most relevant attributes are determined
according to an evaluation function.

3.2.1. Evaluation Function

An evaluation function, (1S), represented in (30)

was used to determine whether the attribute may be

included in the most relevant attributes set or not. This
function is given by:-

Es = n*xCAT

Jn+n (n—1)=C AA
Where;

n :Number of attribute in test set.

CAA : Average of attribute — attribute correlation.

CAT : Average of attribute —target correlations.

P (tjlai) : the conditional probability that target has
value tj when an attribute has a value ai

This function depends on the engagement among the
attribute set (CAA) and the attribute to the
corresponding target (CAT), it succeeds in special
cases. In the real database, the evaluation function fails
if any attribute has only one value (CAT=0.0 &
CAA=undefined value). So this paper introduces a unit
step function, U, to modify the evaluation function as
follows:-

Es_mod= U.E

3.2.2. Search Strategy

The number of Es calculation to extract
Uatt_most from Uatt_new which has N attributes is 2N-
1. The search space increases with N. this is
burdensome. A proposed methodology to extract
Uatt_most and reduce the search space is presented.
The methodology is based on constructing N groups.
The ith group (Gi) includes a number of sets equal to
N-i+1. The total number of sets required for the Es
calculation will beXi=VN —1 + 1. This reduces the
search space linearly. The following algorithm explains
the search strategy.

Us e = {al, 22, ... 2N} IfE. (Li}=E;

Test Set —{ | ThEN

Temp Set(ij)= ( ] Max E.-E.=E.(Lj)

ES =0.0 E.=E.(Lj)

For I=1to N ELSE

Construct G; Nextj

Forj=1to N-I-l Test_Set = Uy men
Temp_Set (4] = Test Set Uj*  ammibute of Usy e Ut sosr= Ui s Test_Set
CalculateE, (L 1) Nexti
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The final and the most crucial stage is the rule
extraction algorithm. The proposed algorithm divides
the database into N predictive attributes and one target
attribute (class). Each attribute is denoted by Ai (i =
1,2, ...., N). The different possible values, mi, of the
attribute Ai is vij (j = 1,2, ...., mi). The target attribute
has K classes. Each class is denoted by class k (K = 1,2,
...., K). The level of search depth is labeled as Level L
(1 £L <N-1). The Steps of the proposed algorithm are
shown in figure (5).

For K1to K , (number of classes)
Forlto N ,(number of attributes)
For h to M; , (number of values in each
attriute)

L=1 , (Supporting Level)

S = {vi} (Test_set)

Do until the end of all attribute

Do While L <N-1

P =p (S Classk)

IFp=1

THEN

Get rule from values of S and Level L
Drop the values used from attributes
Check conjunction of all remaining
Values insetS }

L=L+1

End Do

End Do

Next j

Next K

Begin Refinement of the extracted rules
{Neglect rules which have supporting lecel less
than

Specific threshold value

Remove redundant rules

Summarize rules

Defuzzify the continuos attribute values

}
End

The proposed algorithm is efficient for extracting
accurate and comprehensible set of rules from a given
database fir the following reasons; (i) It extracts only
rules that have antecedent(s) satisfy 100 % of the
conditional ~ probability  within  certain  class,
consequently the output rules are accurate. (ii) It
controls the number of antecedents(s) in each extracted
rule according to stopping criterion. The stopping
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criterion prevents number of antecedent in test set to
exceed N-1. Therefore the extracted rules are
comprehensible for the user. (iii) the proposed
algorithm extracts only a set of rules which satisfy a
specific threshold supporting level (number of records
in a given database covered by the extracted rules). The
increase of the supporting reduces the number of output
rules and increases their quality.

4. Application and results

A student database table is used for the
implementation. It includes 9 predictive attributes and
one target attribute. The predictive attribute are student
ID, scholar achievement, prior culture, mental capacity,
disembedding ability, residence, gender, favorite
subject and family income. The target attribute is the
grade (final student academic achievement). A sample
of this database is shown is table (1). The preprocessing
stage performs the following steps; (i) text abstraction
algorithm abstracts the attribute "favorite subject” using
domain field dictionary, while the other attributes are
not changed, (ii) the algorithm of dominant values
drops the student ID, residence, family income
attributes. (iii) the scholar achievement, the mental
capacity and disembedding ability attributes are
fuzzified into nominal values by the fuzzification
algorithm. These values are good (G), very good (VG)
and excellent (EX) for scholar achievement attribute,
high, medium and low for the mental capacity attribute
and independent, intermediate and dependent for
disembedding ability attribute. The attribute selection
algorithm determines the most relevant attribute set as:
{ scholar Achievement, prior culture, Mental capacity,
Disembedding ability, Favorite subject}, which have
the largest evaluation function value, Es = 0.8031.
Table (2) shows a sample of the database, which
contains the most relevant attributes and their
values.Rule extraction algorithm can be applied on this
database for extracting a set of comprehensible rules at
different levels and threshold supporting level > 3.5 %

Table 1: A sample of student’s database
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Tlental

Residence | Gend | Favords Subject | Faverd | Fami | Grads
Capacity 2 2

S lechamafics E}

ST lachematics ES

Titerary

5-Machematics

| 4 4

Literary g I3 City male

Litarary 3 17 villagz melz

Table 2: The most relevant attributes

Scholar )2 Culfu: Tlental Diszmbadding Ability
Achievament Capacity
el X INDEPENDENT
el M INDEPENDENT
EX H INDEPENDENT
el L] TNDEPENDENT
Geood L INDEPENDENT 55
[ H INDEPENDENT Tathematics Vi
EX H INDEPENDENT Tathematics Vi
el M INDEPENDENT Good
Good L INDEPENDENT Pas:z
VG M INDEPENDENT Good
VG M INDEFENDENT Good
Good L INDEPENDENT Pass
VG &-Lathamatics H INDEPENDENT Vi
Level 1

1- IF Mental Capacity is Medium THEN Grade is
Good (Supporting level = 67.27 %)

2- IF Mental Capacity is High THEN Grade is VG
(Supporting Level = 22.73 %).

3- IF Mental Caoacity is Low Then Grade is Pass
(Supporting Level = 10.0 %)

4- IF Scholar Achievement is Good THEN Grade is
Pass (Supporting Level = 10.0 %)

Level 2:
1- IF Prior Culture I S-Mathematics and Favorite

Subject is Mathematics THEN Grade is VG
(Supporting Level 22. 73 %)>

2- IF Scholar Achievement is VG and Favorite
Subject is Physics THEN Grade is Good
(Supporting Level =10.91 %)

3- IF Scholar Achievement is EX and Prior
Culture is S-Mathematics THEN Grade THEN
Grade is VG (Supporting Level = 3.64 %)

Level 3:
IF Scholar Achievement is VG and Prior
culture is Literary and Disembodying ability is
Independent THEN Grade is Good (Supporting
Level 19>1 %) The extracted rules of level 4
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and 5 have a supporting level less than the
threshold supporting level. Therefore they don't
appear.

5. Conclusion

Early databases were designed for data
manipulation and helping decision-maker. Thousands
of records have been kept in these databases. However,
these databases were not prepared for automated
knowledge extraction. These databases need careful
treatment to be prepared for machine learning
algorithm. The preprocessing algorithm presented in
this paper makes fine pruning of the attribute used in
the data tables. This pruning is preformed through
systematic sequences of operations starts from
recognizing memo terms. Generalizing their attributes,
fuzzified the continuous values and detecting missing
values. The less information attributes are dropped as
preliminary stage of attribute reduction. The second
algorithm is the attribute selection which depends on
the examination of the correlation between attribute-to-
attribute-to-target. This examination is necessary in
order to extract the most relevant attributes. These
attributes form the rich source of knowledge in the
given database.

A set of accurate and comprehensible rules is
obtained. The machine learning algorithm extracts only
the rules which have the antecedent(s) satisfy 100% of
the conditional probability within certain class. It
controls the number of antecedent(s) in each extracted
rule according to stopping criterion. Additionally, the
algorithm uses the threshold supporting level to control
the quality of extracted rules. The future work is to
consider the fuzzy nature of the values in the given
attributes and to extract fuzzy rules from the given
database. Also to utilize the genetic algorithm for both
dimensionality reduction and rule extraction to
introduce the intelligent agents in this domain.
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