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1.Introduction 

Many researchers have studied the scheduling models that deal with earliness and tardiness 

penalties since early 1980s.  

 In some formulations of E/T problems, the due dates are given as problem parameters; while 

in others the due dates are decision variables whose values are determined as part of the 

scheduling problem. Such problems arise when a firm is required to offer a due date to its 

customer during sales negotiations or after order receiving. Cheng and Gupta [2] present a 

comprehensive literature survey involving due date determination decisions. A number of 
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Abstract 

We consider the problem of scheduling jobs on a single machine about a common due 

date. Our objective is to determine the common due date and processing sequence of new jobs 

together with the re-sequencing of old jobs which minimize the sum of jobs’ 

earliness/tardiness, completion time penalties and due date related penalty. We drive 

properties that can be used to find the optimal common due date and processing sequence. 

Since our problem is NP-hard, we propose Ant colony algorithm (ACO) to solve the problem 

efficiently. Results from computational study reveal that Ant colony algorithm (ACO) can 

generate near optimal solutions. 

 

 انًسرخهص

 
انٓذف يٍ انًسانح ْٕ حساب يٕعذ َٕعا يٍ يسائم جذٔنح انًاكُّ انٕاحذج ٔ تًٕعذ ذسهيى ثاتد. ذُأنُا في ْذا انثحث 

انرسهيى ٔإيجاد يرراتعح انُراجاخ انقذيًح ٔإعادج ذزذية انُراجاخ انجذيذج  نرصغيز انًجًٕع أنٕسَي انُراجاخ انرثكيز ٔانرأخيز 
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( نذنك فاٌ ٔجٕد خٕارسييح يرعذدج انحذٔد يقيذج NP-hardْذِ انًسأنح يٍ الإَٔاع انًعقذج )ذسهيى ثاتد ٔيرراتعح الإعًال. 

(Polynomial bounded algorithm) ٍنذنك افرزضُا خٕارسييح يسرعًزج انًُم لإيجاد  لإيجاد انحم الأيثم غيز يًك

 انُرائج انحساتيح أظٓزخ إٌ خٕارسييح يسرعًزج انًُم أعطد َرائج قزيثّ يٍ انحم الأيثم. .حهٕل كفٕءج نهًسانح
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authors have studied the E/T models where all jobs share a common due date, but the due date is 

allowed to be a decision variable. Common due date models are relevant for certain situations 

where several jobs constitute a single customer order, multiple fabrication operations come 

together for assembly operations, or material handling economies dictate infrequent shipments 

such as monthly overseas shipments. E/T models considering common due date determination 

can be classified according to the types of penalties. Some models prescribe common penalties 

[4]; others permit differences between the earliness and tardiness penalties [9]; and still others 

permit differences among jobs [3]. The reader is also referred to Hall and Posner [6], Kahlbacher 

[7], and Weng and Ventura [12] for more recent publications. 

On the other hand, most due date determination models assume that the production system 

carries no workload at each scheduling epoch. However, this assumption might be questionable 

in practice. In some situations, the scheduler would need to update the existing schedule 

(reschedule the sequence of old jobs) when some new jobs have arrived into the system. Hence it 

might be more realistic to consider the models of due date determination (for new jobs) with 

resequencing (for old jobs) at each scheduling epoch. This line of research can be found in Unal 

et al. [11] and Li and Cheng [8]. 

One way to extend typical due date determination E/T models is to include some additional 

penalties such as due date penalty and completion time penalty. These additional penalties are 

introduced by Panwalker et al. [9]. The due date penalty provides a disincentive for setting due 

dates too late. The completion time penalty provides an incentive to turn around orders rapidly. 

Note that the completion time penalty tends to induce shortest-first sequencing, whereas the 

earliness cost induces the reverse sequencing, at the start of scheduling. 

In this paper, we consider the problem of scheduling jobs on a single machine about a 

common due date to minimize total penalty cost. Earliness and tardiness penalty rates are 

allowed to be arbitrary for each job, which is in contrast with most works on E/T models which 

assume somewhat simpler types of penalty rates such as a single penalty rate, a single early rate 

and a single tardy rate, or a single arbitrary rate for a job. Also two additional penalties (due date 

penalty and completion time penalty) are included in the model. In addition, rescheduling the 

sequence of old jobs is included in the model and the resequencing problem is considered at each 

scheduling epoch.  

Hall and Posner [6] prove that a special case of E/T model with a single arbitrary rate for a 

job is NP-hard. Note that our model is a much more complex one and the problem is obviously 

NP-hard. We derive some scheduling properties to find the optimal common due date and job 

sequence. Then we propose and evaluate Ant colony algorithm (ACO) that takes advantage of 

some structural properties of our model, and find promising results from a computational study. 

 

 

2. The model 

To describe our model, let n be the total number of jobs to be scheduled ( r old jobs and m 

new jobs). The processing time of job i is known and is denoted as Pi, and di denotes the due date 

of job i. As a result of scheduling decisions, job i will be assigned a completion time, denoted Ci. 

Let  Ei and Ti represent the earliness and tardiness, respectively, of job i. These quantities are 

defined as Ei= max{0, di- Ci }   and Ti=max{0, , Ci- di }  , respectively, where di= 0d for old 

jobs  i=1, …, r and  di= d  for new jobs  i=r+1, …, n.  
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Note that the common due date of new jobs, d, is a decision variable and that of old jobs 0d , 

is given as a fixed value. Let 
i

  and 
i

 denote the earliness and tardiness penalty rates for job i, 

respectively. In addition, let  and  denote a single due date and a single completion time 

penalty rates for new jobs, respectively. Then, the objective function for a schedule S and a 

common due date d can be written as 

Min )1.......(....................)()(),(
11



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n

ri

iii
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i
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Our objective is to find the optimal common due date of new jobs and the optimal sequence of 

all jobs simultaneously to minimize the total weighted penalty cost. That is, the problem is to 

find d* and S* minimizing the objective function f (d,S) . We assume that the machine can 

process at most one job at a time and can not be kept idle as long as there are jobs to be 

processed. We also assume that no preemption of the jobs is allowed. 

 

3. Properties of optimal common due date and job sequence 

In this problem, we distinguish new jobs from old jobs, and try to find the optimal common 

due date of the new jobs and the optimal sequence of all the jobs in order to minimize total 

penalty cost. Note that we have only to determine the optimal job sequence (actually 

resequencing) for the old jobs since their common due date is given as a fixed value. Also note 

that the new jobs are assumed to be processed after the completion of all old jobs. The jobs, 

either old or new, are divided into an early job set E and a tardy job set T, whose jobs are 

completed exactly or ahead of the common due date (Ci≤d) and after the common due date 

(Ci>d), respectively. And if we let S1 (or S2) be a schedule of the old (or new) jobs such that S 

consists of S1 and S2, the objective function (1) can be rewritten as 

 

f (d, S) = f1(S1) + f2(d, S2)                                                    …………………….. (2) 

 

Where 
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According to our assumption on scheduling principle, minimizing f(d, S) is equivalent to 

minimizing f1(S1) and f2(d, S2) separately. Hence we try to obtain S1* which minimizes f1(S1) and 

(d*, S2*) which minimizes f2(d, S2), in order to obtain the optimal common due date (d*) and the 

optimal sequence (S*). 

 First consider the problem of sequencing old jobs to minimize f1(S1).  

 

Property 1: S1* is determined by 

(1) early jobs are sequenced in non-decreasing order of αi Pi , 

(2) tardy jobs are sequenced in non-increasing order of βiPi . 
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The property should be obvious only if the meanings of αiPi and βiPi are appropriately 

interpreted. And hence, the proof is omitted. 

Now let us consider the problem of determining the common due date and the job sequence 

of the new jobs to minimize f2(d, S2). Following two properties are associated with this problem. 

 

Property 2: For any given sequence S2, the optimal common due date d* is the same time point 

as one of the new job completion times. 

The property is straightforward to prove by contradiction. The proof is similar to the proof 

found in Hall and Posner [6] and is omitted.  

 

Property 3: Given an early job set E and a tardy job set T under a common due date (d), S2* is 

determined by 

 

 (1) for EJ i  , jobs are sequenced in non-decreasing order of the value 
i

P
i

/)(   . 

 (2) for TJ i  , jobs are sequenced in non-increasing order of the value  
i

P
i

/)(   . 

 

Proof 

Consider a sequence SE of e early jobs in which there exists a pair of adjacent jobs, i and j, 

with j following i, such that
i

P
i

/)(   <
j

P
j

/)(   We can assume that the common due 

date, d, is equal to the completion time of the last job in SE. Now construct a new sequence, SE' , 

in which jobs i and j are interchanged in sequence and all other jobs finish at the same time as in 

SE. Let A denote the set of jobs preceding jobs i and j and B denote the set of early jobs following 

i and j, in both schedules. In addition, let PA and PB denote the total processing times of the jobs 

in set A and B, respectively. Also, let ECk(S) represent the cost incurred by the k-th job in 

schedule S. We first show that 


e

k k
EC

1
is smaller under SE ' than under SE which can be written 

as follows. 
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In words, interchanging jobs i and j reduces the relevant cost. Hence we can conclude that 

any sequence of early jobs not satisfying (1) can be improved with respect to f2. 

2) Consider a sequence ST of t tardy jobs in which there exists a pair of adjacent jobs, i and j, 

with j following i, such that
i

P
i

/)(   >
j

P
j

/)(   .And assume that the common due 

date, d, is equal to the start time of the first job in ST. From ST, construct a new sequence, ST', in 

which jobs i and j are interchanged in sequence and all other jobs finish at the same time as in ST. 

Let E, A and B denote the set of early jobs, the set of tardy jobs preceding jobs i and j and the set 

of jobs following i and j in both schedules, respectively. And let PE and PA denote the total 

processing time for the jobs in set E and A, respectively. Also, let TCk(S) represent the relevant 

cost of the k-th job in schedule S. Then, 
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From the above equation, we can conclude that any sequence of tardy jobs that does not 

satisfy (2) can be improved with respect to f2.  
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From properties 2 and 3, the optimal common due date and processing sequence for new jobs 

can be identified easily once the jobs are divided into an early job set E and a tardy job set T. In 

this case, the optimal common due date should be equal to the completion time of the last job in 

E. However, notice that there are 
m2  possible cases of partitioning m new jobs into E and T sets. 

Hence it is critical to search ‘good’ E and T sets (those that will lead to a relatively better 

objective function value) in an effective way in order to solve the problem efficiently. For this, 

we propose and investigate Ant colony algorithm (ACO). 

 

4.Local search for the problem 

Let N be an arbitrary permutation of n jobs. For simplicity assume  N= {1, 2, …, n}. 

The objective is to find a schedule       n...,,,  21  of the jobs that minimize the total 

cost  f . 

First we introduce some neighborhoods for a permutation problem, where the step of feasible 

solutions is given by the set of permutations of (n) jobs [10] 

 

 Pairwise Interchange (PI) In a permutation   select two arbitrary jobs  i  and   ji,j   

and interchange them, and     21 nnN  . 

 Adjacent Pairwise Interchange (API) This is a special case the pairwise interchange 

neighbourhood. In a permutation  , two adjacent jobs  i  and    111  ni,i  are 

interchanged to generate a neighbour  , where    1 nN  . 

 

4.1 Algorithm AH [5]:  

Step (1) (Initialization) in this step a feasible solution       n...,,,  21  is generated 

randomly. 

Step (2): In this step the initial sequence 
int

 will be changed by the others neighborhoods and 

function values are calculated for every one i. e. 

a. For the neighbor PI, have PI  and PIf . 

b. For the neighbor API, have API  and APIf . 

Step(3): Now choose  IniAPIPI ffff ,,min *  and  IniAPIPI  ,,min *  , then 

set 
*

Ini fminf   and 
*

Ini min  . 

Step (4): (Termination) the algorithm is terminated after (500) iterations at a feasible solution. 

 

4.2 Ant colony optimization (ACO) algorithm  

Basic definition of ACO The main idea of the ACO is to keep a population or colony of (n) 

artificial ants that interactively builds solution by continually applying a probabilistic decision 

policy (n) times until a solution is found. Ants that found a good solution mark their path through 

the decision space by putting some a mount of pheromone on the edges of the path. Ants of the 

next iteration are attracted to the pheromone resulting in a higher probability to follow the 
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already traversed good paths. In addition to the pheromone values, the ants will usually be 

guided by some problem specific heuristic for evaluating possible decisions regarding which 

direction to take along the way. In ACO algorithm ants have a memory that stores visited 

components of their current path. A part from the construction of solutions and depositing of 

pheromone the ACO incorporates other methods, pheromone evaporation it causes the amount of 

pheromone on each edge to decrease over time. The important property of evaporation is that it 

prevents premature convergence to a suboptimal solution. In this manner the ACO has the 

capability of "forgetting" bad solution of the search space [1]. 

 

4.3 The Ant colony optimization (ACO) 

Ant colony optimization (ACO) is a meta-heuristic uses artificial ants to good solution to 

difficult combinatorial optimization problem. It can be described by the following steps: 

 

Step(1) (Initial pheromonetical) The ant colony optimization used here is slightly different from 

the traditional ant colony optimization. At the beginning an initial solution is generated by the 

same technique described in step (1) of section (4-1). The initial pheromone triad  toij  will be 

the invert of initial solution objective. 

 

Step(2) (Population) Each artificial ant k iteratively and independently generates a complete 

solution by selecting a job j to be on the th position of the sequence. This selection depends on 

the pheromone trial  tij  and heuristic information ij  for the our problem  is obtained by using 

properties 2 and 3 if an early job set E and a tardy job set T are given.. The transition probability 
k

ijp  that job j is selected by ant k to be processed a position i in the sequence informally given by: 

 

   
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where *

jS  is the set of unscheduled jobs at position i and  ,  are two parameters that weight 

the relative importance of the pheromone trial the heuristic information. 

Step(3) All solution are evaluated and the best solution is improved by using AH. 

Step(4) (Pheromone update) After an ant has selected the next job j a local pheromone update is 

performed at element (i, j) of the pheromone matrix according to 

      oijij tt   11  

For some constant 10   ,  and where 
 rand

o
fm 


1

  where  randf   is the value of our 

problem when the jobs are ordered randomly. At the end of an iteration of the algorithm once all 

the ants have built a solution, pheromone is added to the arcs used by the ant that found the best 

tour from the beginning of the trial. This updating rule is called the global updating rule of 

pheromone 
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  oijij   1   

Where 10    is a pheromone decay parameter and ij  equal to  

 




















.w.o

sequencebestj,iif
functiontcosbest

ij

0

1

  

Step (5) The termination condition used here is the same one described in section   (4-1). 

 

5. Computational results 

In this section, we evaluate the quality of the ACO solutions for minimizing f2(d,S2) by 

means of a computational study. The ACO developed in this study is coded it in Matlab R2008a 

and runs on a Pentium IV at 3.33 GHz, 512 MB computer. We tested the ACO on random 

problems, and compared the ACO solutions with the optimal solutions obtained using an 

enumeration method presented in section (3).We generated random problem instances for 

varying problem sizes of m=15, 20 and 25 jobs. The job processing times were selected from a 

discrete uniform distribution between 1 and 50. The earliness penalty rates (αi) were drawn from 

a discrete uniform distribution between 1 and 20. Also, a single due date penalty rate (λ) of 2 and 

a single completion time penalty rate (θ) of 1 were given for all m new jobs. We used four types 

of tardiness penalty rate (βi) distributions in our experiments. For type A, the tardiness penalty 

rates were drawn from a discrete uniform distribution between 1 and 20 (same as the earliness 

penalty rates); for type B, the tardiness penalty rates were generated from a discrete uniform 

distribution between 11 and 30 (twice as the earliness penalty rates); for type C, the tardiness 

penalty rates were generated from a discrete uniform distribution between 41 and 60 (five times 

as the earliness penalty rates); for type D, the tardiness penalty rates were generated from a 

discrete uniform distribution between 1 and 10 (half of the earliness penalty rates). Note that the 

case of type D is somewhat unusual but still possible. Ten problem instances were generated and 

solved for each combination of problem size m and tardiness penalty rate types. Results of the 

computational study are summarized in table 1. The computational study shows that the 

proposed ACO is excellent in both solution quality and computation time. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1(a) Results for type   ِ A problems 
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Table 1(b) Results for type B problems 

 

Table 1(c) Results for type C problems 

 

Table 1(d) Results for type D problems 
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