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1.Introduction 
Image segmentation is the first step of 

the most critical tasks of image analysis, as 

shown in Figure (1). It is used either to 

distinguish objects from their background or 

to partition an image onto the related 

regions. There are different techniques that 

would help solve the image segmentation 

problem.Jeon el al. [1] in his review of the 

previous related studies, categorized these 

techniques into the following: thresholding 

approaches, contour based approaches, 

region based approaches, clustering based 

approaches and other optimization based 

approaches using a Bayesian framework and 

neural networks. The clustering approaches 

can be categorized into two general groups: 

partitional and hierarchical clustering 

algorithms.  
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Abstract 
As a classic clustering method, the traditional k-Means algorithm has been widely used in 

image processing and computer vision, pattern recognition and machine learning. It is known that 

the performance of the k-means clustering algorithm depends highly on initial cluster centers. 

Generally initial cluster centers are selected randomly, so the algorithm could not lead to the 

unique result. In this paper, we present a method to compute initial centers for 

 k-means clustering. Our method based on an efficient technique for estimating the modes of a 

distribution. We apply the new method in segmentation phase of color images. The experimental 

results appeared quite satisfactory. 
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Partitional clustering algorithms such as k-

means and Exception Maximize (EM) 

clustering are widely used in many  

applications such as data mining, 

compression, image segmentation, and 

machine learning.  

Therefore, the advantage of clustering 

algorithms is that the classification is simple 

and easy to implement. Similarly, the 

drawbacks are of how to determine the 

number of clusters and decrease the numbers 

of iteration.[2] 

The goal of image segmentation is 

partitioning of the image into homogeneous 

and connected regions without using 

additional knowledge on objects in the 

image. Homogeneity of regions in color 

image segmentation involves colors and 

sometimes textures. In the segmented image, 

the regions have, in contrast to single pixels, 

many interesting features, like shape, 

texture, and so forth. A human being 

recognizes objects in the environment using 

the visual system and segmenting color 

images.[3] 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.Clustering analysis  
Clustering analysis is one of the major 

data analysis methods widely used in many 

practical applications of emerging areas. 

Clustering is the process of finding groups 

of objects such that the objects in a group 

will be similar to one another and different 

from the objects in other groups. A good 

clustering method will produce high quality 

clusters with high intra-cluster similarity and 

low inter-cluster similarity. The quality of a 

clustering result depends on both the 

similarity measure used by the method and 

its implementation and also by its ability to 

discover some or all of the hidden patterns. 

[4,5] 

There are two main branches of 

clustering: (1) hierarchical and (2) 

partitional [6]. In this paper, we concentrate 

on partitional clustering. Particularly, a 

popular partitional clustering method called 

K-means clustering. The problem of 

clustering is to partition a data set consisting 

of n points embedded in m-dimensional 

space into K distinct set of clusters such that 

the data points within a cluster are more 

similar among them than to data points in 

other clusters. There are a number of 

Figure (1): Image Engineering and Image Segmentation 
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proximity indices that have been used as 

similarity measures [7]. Unfortunately, K-

means algorithm is extremely sensitive to 

the initial choice of cluster centers, and a 

poor choice of centers may lead to a local 

optimum that is quite inferior to the global 

optimum. [8,9]. 

3. Problem Definition  
There is no commonly accepted or 

standard method to determine either the 

number of clusters or the initial starting 

point values. The resulting set of clusters, 

both their number and their centroids, 

depends on the specified choice of initial 

starting point values. Two simple 

approaches to cluster initialization are either 

to select the initial values randomly or to 

choose the first k samples of the data 

points.[5] 

To solve this problem, proposed an 

algorithm based on selecting J of 

subsamples, cluster them independently 

producing J estimates of the true cluster 

locations, and apply the k-means on this 

result to get the refined initial starting 

points. While this method can improve the 

final results but the final results depend on 

the quality of the selected subsamples, 

number of samples and the size of sample 

[5]. 

4. Related Work 
Several attempts were made by 

researchers to improve the effectiveness and 

efficiency of the k-means algorithm.          

There are many researchers suggest 

initialized method of cancroids of k-means 

algorithm. 

Stephen el al [10] proposed a method for 

choosing K instances randomly from 

database as seeds. The drawback of this 

technique is the computational complexity; 

several iterations of the k-means algorithm 

are needed after each instance is assigned, 

which in a large database is extremely 

burdensome. 

Douglas el al [11] proposed a method to 

select a good initial solution by partitioning 

dataset into blocks and applying k-means to 

each block. But the time complexity is 

slightly more.  Though the above algorithms 

can help finding good initial centers for 

some extent, they are quite complex and 

some use the k-means algorithm as part of 

their algorithms, which still need to use the 

random method for cluster center 

initialization. 

5. Proposed Method 
The standard k-means is a prototype-

based, simple partitional clustering 

technique which attempts to find a user-

specified k number of clusters. These 

clusters are represented by their centroids. A 

cluster centroid is typically the mean of the 

points in the cluster. The algorithm consist 

of two phases: the first phase is to define k 

centroids, one for each cluster. The next 

phase is to take each point belonging to the 

given data set and associate it to nearest 

centroid. The traditional k-means algorithm 

works as follows: 
 

1. Select  K points as initial  centroids.  

2. repeat 

3. Form K clusters by assigning                  

each point to its closest centroid. 

4. Recomputed the centroid of each           

cluster.   

5. until Centroids do not change. 

We proposed a method for 

implementing the k-means algorithm. It can 

produce better clustering results on most 

cases. Our method scans the dataset block 

by block; produces k representative objects 

for each block, the method keeps the 

results from each block, and applies the k-

means algorithm to the collected results 
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from all blocks to get the initial starting 

points. In other words, the proposed method 

compressed the data into smaller dataset by 

producing k means from each block, if the 

dataset contains j blocks, then the 

compressed data will contains k*j objects. 

Our method scans the original dataset two 

times and produces better clusters. 

The main idea of the proposed method 

is to compress the dataset into finite number 

of representative. Each representative is the 

mean value of some data points form a small 

cluster. In this method we compress the 

dataset of size N into smaller data set of size 

k*m; where k is the required number of 

partition for each block, m is the number of 

blocks. This process has done at the first 

phase. In the second phase we apply the k-

means on the compressed dataset, to get the 

k representative points that will be the initial 

starting points for the k-means on the full 

dataset. The idea of compression of dataset 

comes from the BIRCH algorithm.[12] 

Figure (3) exhibits the pseudo code of 

proposed method. 
 

1. Set the size of the block 

2.  i=0 

3.     while not end of file 

4.         read the Blocki 

5.         k-means (Blocki,k) 

6.          (write/append) the means of output 

file 

7.          i=i+1 

8.      end while 

9.  k-means (compressed dataset, k) 

10.  k-means (dataset, final means,k) 

 

 

 

 

 

Note that, in Figure (3), the method 

determines the size of each block and the 

user should determine the required number 

of partitions in each block. The value of k 

may be changed when applying the k-means 

on the compressed and the full dataset.  

From experimental results it will be better 

when we use small value for k at the first 

phase of our method, at the second phase we 

changed the value of k to the required 

number of clusters as a final results. So the 

value of k in steps 9, 10 may be different 

from the value of k in step 5. In line 10, the 

k-means start with the k points generated 

from the compressed dataset in line 9 and 

applied on the full dataset. 

6. k-means Clustering  
Clustering is the process of partitioning 

a set of objects (pattern vectors) into subsets 

of similar objects called clusters. Pixel 

clustering in three-dimensional color space 

on the basis of color similarity is one of the 

popular approaches in the field of color 

image segmentation. Colors, dominated in 

the image, create dense clusters in the color 

space in a natural way. Many different 

clustering techniques, proposed in the 

pattern recognition literature can be applied 

to color image segmentation[113]. One of 

the most popular and fastest clustering 

techniques is the k-means technique. 

The k-means technique was proposed in the 

1960s [14]. The first step of this technique 

requires determining a number of clusters k  

and choosing initial cluster centers iC  : 

Where  

  )1(...,,2,1,,, kiBGRC iiii 
 

 

During the clustering process, each 

pixel x  is allocated to cluster jK  with the 

closest cluster center using a predefined 

metric the Euclidean metric. For pixel x , 

the condition of membership to the cluster 

jK during the n th iteration can be 

formulated as follows: 

Figure (3): Pseudo code of proposed 

method. 
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wh

ere jC  is the center of the cluster jK   

The main idea of k-means is to change 

the positions of cluster centers as long as the 

sum of distances between all the points of 

clusters and their centers will be minimal. 

For cluster jK  , the minimization index J  

can be defined as follows:  

  )3(...1
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After each allocation of the pixels, new 

positions of cluster centers are computed as 

arithmetical means. From Equation 3, we 

can calculate the arithmetical means of color 

components of the pixels belonging to the 

center of the cluster jK  formed after 1n  

iterations as: 
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where  nN j
 is the number of pixels in 

cluster jK  after n iterations.  

In the next step, checking the difference 

between new and old positions of the 

centers. If the difference is larger than a 

threshold T, for example (T=10
-6

 ), then 

start the next iteration, and calculate the 

distances from the pixels to the new centers, 

pixels membership, and so forth.  If the 

difference is smaller than threshold T, then 

stop the clustering process. During the last 

step of the k-means processes, the color of 

each pixel is turned to the color of its cluster 

center. The number of colors in the 

segmented image is reduced to  

k colors. 

 

7. Experimental Results 
The results of segmentation by  

k-means depend on the position of the initial 

cluster centers. In the case of semi 

automated version of k-means, the input data 

can be defined by the human operator. In the 

case of the automated version of k-means, 

the initial centers can be chosen randomly 

from all the colors of the image. There are 

also other possibilities for the choice of 

centers, including k colors from the first 

pixels in the image and k gray levels from 

the gray line uniformly partitioned into k 

segments.  

Table (1) shows the experimental results 

of proposed methods which implemented on 

four samples of images. The results show 

that each segmented image has its own 

number of clusters and own number of 

iteration, which depends on the density of 

the color and its gradation. 

We have evaluated our method on 

several different standard images, as shown 

in Table (1). We have compared our results 

with that of k-means algorithm in terms of 

the total execution time and quality of 

clusters. Our experimental results are 

reported on PC 2.0GMHz CPU, 2.0GB 

RAM, 512 kB Cache. 

In Figure (2), we compared the CPU 

time of the proposed method with the 

standard k-means methods. The execution 

time of proposed method was much less than 

the average execution time of k-means when 

used random initialization. Our proposed 

method provides higher accuracy than the 

other methods and takes moreover equal 

time. 
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Table (1): Experimental Results of proposed method. 
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In Figure 3, demonstrate that the 

proposed method provides better cluster 

accuracy than the existing methods. It 

shows the proposed method performs 

much better than the random initialization 

algorithm. The experimental images show 

the effectiveness of our approach. This 

may be due to the initial cluster centers 

generated by proposed method are quite 

closed to the optimum solution. 

 

8. Conclusion 
k-means algorithm is a popular 

clustering algorithm applied widely, but do 

not always guarantee good results as the 

accuracy of the final clusters depend on 

the selection of initial centroids. 

Experimental results show that selecting 

centroids by our method can lead to a 

better clustering. Moreover, the 

computational complexity of the standard 

algorithm is objectionably high owing to 

the need to reassigning the data points a 

number of times, during every iteration of 

the loop. 

This paper presents an enhanced k-

means algorithm which combines a 

systematic method for finding initial 

centroids and an efficient way for 

assigning data points to clusters. The 

previous improvements of the k-means 

algorithm compromise on either accuracy 

or efficiency. A limitation of the proposed 

method is that the value of k, the number 

of desired clusters, is still required to be 

given as an input, regardless of the 

distribution of the data points. Evolving 

some statistical methods to compute the 

value of k, depending on the data 

distribution, is suggested for future 

research. Methods for refining the 

computation of initial centroids is worth 

investigating. 

 

Figure (2): Execution Time (Lena Image). 
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( للعنقدة واستخدامها في تقسيم k-means) تطبيق طريقة جديدة لحساب المراكز الأولية لخوارزمية

 الصور الملونة

 عباس حنون حسن الاسدي                                  مسلم محسن خضير 

 جامعة البصرة –كلية العلوم  –قسم علوم الحاسبات 

 
 

 الخلاصة
 

زلعنقرر مواررطوزلاررخلوزلتقوت ترراورزخررعاوز خررتا زدودررموا رر   و  ترر موا رر واع ل رراو(وK-meansتعتبررخوارزخياترر  و 
وزلصرخو،وتاتتيوزلأنا اورزلتنقتبو طوزلبت ن  و..زلخ.

أطوكف ءمورزن  يتهوهذهوزلارزخيات  وتعتا وبشك وكبتخو ور وزلقتاراوزلأرلتراو اتتر خونقر اوزلتاخكريوزلأرلتراودرموب زتراو
و ا وزلارزخياتا.ورك ن وزلاختقاوزلتقوت تاوزلاتبعاو اتت خوهذهوزلنق اوتتدوبصرخمو شرزئتا.

تاخكرريو ورر وأخرر ةوت يئرراوزلصرررخمو لرر ودررموهررذزوزلب ررتو،وز تخ نرر واختقرراو  ترر موتررتدواررطوا للرر وز تخرر بونقرر اوزل
واخ    واتخ رتا.

وتدوزختا زدوهذهوزلاختقاولتقختدوزلصرخوزلاورناورك ن وزلنت ئجواخضتاواطون  تاوزلياطورزلكف ءم.
و

وو        دض ءوزلألرزط;تقاتعوزلصرخمو;ارزخياتاوزلتع ت وK-means; زلعنق م.:والكلمات المفتاحية
و


