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Abstract 
 

In this paper, we present the significant difference between the level of student 

comprehension for these year courses and for all student of mathematical 

department,college of science, Kufa university .Moreover to find out the effect of 

scientific, personality,ability of evaluation and ability of communication To have the goal 

,we used some statistical methods like experimental design,correlation and regression 

analysis.                                                                                                                     
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1-Introduction 
  We present in this study the significant difference between for there year courses and for 

all student of mathematical department in College of Science ,Kufa University .And find 

the effect of scientific ,personality ,ability of evaluation and ability of communication. 

First we present the theoretical part about statistical methods like experimental design, 

correlation and regression analysis. In experimental design, we present the significant 

difference the level of student comprehension between all courses in each stage in 

mathematical department and then find the best from this courses. 

In regression analysis ,we find the effect of scientific,personality,ability of evaluation and 

ability of communication in student comprehension. But in correlation,we present the 

positive correlation between all variable like scientific,personality,ability of evalution and 

ability of communication. 

Finally,we used statistical program,that is statistical to have the goal.   

2-Material  and Method 

1-2 Linear Regression         

    The statistical procedure for finding this best fitting line is called the method of least  

squares and the line is called the regression line. The formal derivation of this procedure, 

which  requires differential  calculus, is presented  in advanced statistical texts.   

First, it is necessary to introduce some useful new notation: 
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The sample regression line is written XY 10
ˆˆˆ     where the least squares 

estimates  

    

 

 

The values 10
ˆˆ  and are calculated from a sample of observations from the entire 

population of  interest and are estimates of  the"true" population values" β0 and β1 .As 

was the case with Y and s,the values 
10

ˆˆ  and  are subject to sampling variation and 

therefore may vary from sample to sample.the value Ŷ  obtained for a given X is the 

predicted mean of the population of all possible Y values that could occur at the given 

value X. Just as there is a sample standard deviation  associated with each  Y  ,there is a 

standard deviation associated with the regression line and Ŷ  This quantity, denoted by 
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ˆˆ  XYand

x

xy
1021

ˆˆˆ  





 

66 

 

J.Thi-Qar Sci.         No. (3)              Vol.1       Janu. /2009 
 

sy,x to signify regression ,is called the standard error  of the estimate it is given by 

)2/(.  nSSEs xy     

Where n is the number of pairs of observations and SSE(sum of squares for error)Is 

defined as   

  2)ˆ( YYSSE
  

The quantity sy,x is seen to be analogous to the standard deviation computed . It measures         

the  "average" deviation of the observed values(Y)from the values( Ŷ )predicted by the 

regression  line. Although we will not test hypotheses or compute confidence intervals for 

an estimate Ŷ , the standard error (S.E.) for  Ŷ  at a given X  value would be. 

 22

. /)(
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)ˆ.(. xXX
n

sYES xy    

 We  find   2)ˆ( YYSSE      

Fortunately, there is a computationally equivalent formula for SSE which is both more 

convenient to use and gives an insight  into the geometric meaning of the regression 

line.This form is        xyySSE 1

2 ̂   

The variation about the regression line,as measured by SSE,is strictly less than the Y 

variation,as measured by  2y ,whenever 0ˆ
1  .Consequently,whenever there is a 

linear  relationship  between  X and Y we can compute a   standard error  based on this 

relationship   

which is smaller than the simple standard error  based on Y values alone.                                  

There is clearly no relationship between X and Y.It is for this reason that the sample                

regression line must be evaluated to determine if it adequately describes   the relationship    

between the variables X and Y.This may be accomplished by testing the null hypothesis 

that the true slope  1  of the population regression line is equal to zero.                                         

  The most important inference to be made concerns the "true" value of the slope, 1  of 

the population line. If the true population  1  is zero, then the value of Yin on way 

depends on the value of X.In other words, indicates that no  linear relationship exists 

between X and Y.                                      It is first necessary to determine the standard 

error of   
 2

.

1
ˆ

x
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xy
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 2-2 Correlation Coefficient 

Often in statistical analysis it is desirable to determine the strength of the relationship 

between the variables under study.The most widely used measure of this degree of 
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association between Y and X is provided by r, the coefficient of correlation.The formula 

for r is .                            

 




22 yx

xy
r  

The values of r lie in the interval   -1≤r≤+1 with a "large" value of r(either positive or    

negative)indicating a strong relationship between X and Y.A negative value of  r 

indicates that high X values are associated with low Y values,or,low X values associated 

with high Y values .A positive r,on the other hand, indicates that high values of X are 

associated with   high values of Yand low values of x are associated  with low values of 

Y.                               

A further  explanation  of  r  may be  seen  by  comparing  it  with 1̂ ,the slope of the 

regression line.In the formulas for r and 1̂ , numerators are identical (the denominators 

for both will always  be positive); therefore, r and 1̂  and will have the same sign.When 

the slope of  the line is negative,the correlation is also negative thus indicating a negative 

,or   inverse relationship  between Y and  X. Similarly,  a positive slope  and a positive 

correlation indicatea direct  relationship between variables.Further,if an exact positive 

relationship exists between Y and X  (i.e.,all points  lie exactly on the regression line), 

then the value of  r  is +1.An exact negative relationship will yield an r of -1.   

                                                                            

When 1̂ =0 ,r=0  and hence no linear relationship between Y and X  is indicated.As was 

the case with 1̂ ,the value r is the sample estimate of a true true population correlation 

value denoted by ρ and  is   subject  to sampling  variation. It is of interest therefore to 

test the hypothesis that the true population correlation equals zero.A value of ρ =0 

indicates that there is no linear association between the variables under study. The test 

statistic for testing                                                                                                                                  

0:0 H   is 

21

2

r

n
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


   ,     n-2   degrees of freedom                                  

A significant r indicates that the Y values are meaningfully related to the X values. A 

simpler  method for testing ρ =0 is by  comparing  the  value of  r  with  values  in  

Table(Critical values  of the correlation coefficient for different  levels of  significance).If  

the absolute value of  r  exceeds the tabulated  value, then r is said to be significant at the 

given α level  In the interpretation of  both  the regression line and the correlation 

coefficient, there are several important precautions that must be considered.                                               

The first of these is that the relationship between variables must be linear. A slope( 1 ) or  

correlation coefficient (ρ) equal to zero does not imply that no relationship exists between 

the variables.It simply implies that there is no linear relationship between the variables.                   

The second precaution that must be exercised in the interpretation of linear regression and      

correlation concerns the danger of making inferences beyond the range of actual 

observations upon which the analysis is based.                                                                           
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  The third precaution that must be considered is that  correlation does  not necessarily 

mean    causation .A significant  correlation  indicates that  the two  variables X and Y 

tend  to be associated.Except for highly controlled studies in which all extraneous factors 

have been  removed,it is impssible to determine which variable influences which ,or even 

whether  either of the variables is influencing the other directly.Often,a third variable may 

be affecting   the relationship and "causing" both X  and Y to vary   together.  

                                              

3-2 Design of Experiments    

1- 3-2 Completely Random Design  

The completely random design(CRD).In this design,experimental units are simply chosen        

at  random   from  the  population  to  which  inferences  are  to  be made. The total 

sample is randomly divided into groups and the different treatments or conditions under 

study are then   applied to the groups, one treatment or condition to a group.If the 

treatments differ from   each other then the various treatment groups will have different 

mean values at the end of the experiment.                                                                                                                                    

For the completely random design the general method is the analysis of variance.The 

process of using the ANOVA (analysis of variance)is best learned by studying examples.                      

In a completely  randomized  design  there are k  treatments, each of  which is  assigned 

at random to a group of experimental units.The null hypothesis is whether the treatment 

means are all equal.Symbolically, kH   ...: 210 which is tested to see 

whether the treatment  groups are  really subsamples from the same  population (H0 true) 

or   whether   they samples from different populations(H0 false). 

In a completely randomized design each experimental unit has an equal and independent         

chance of  receiving any one of the treatments.The basic assumption underlying this 

design  is that the observed values in any one group represent a random sample of all 

possible values of all experimental units under that particular treatment.Further,we 

assume that the responses are normally distributed about the treatment mean and that the 

variation among observations treated alike is identical for all treatments. Calculations 

from analysis of variance techniques are customarily displayed in an ANOVA 

table.Definitions and computing formulas for the terms shown are discussed below. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1: ANOVA for the completely randomized design 
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The total sum of squares(SS) is the total of the squared deviations of the observations 

from overall mean of the data.It is simply the numerator in the familiar formula for 

calculating the variance of allthe observations considered as a single group.Symbolically,                             
2

2

)(

N

Y

YSS all

all

Total


   

where     N=n1 +n2 +n3  +….+nk  ,        ,k=number of treatments                                                                       

For convenience of calculations, the term 
N

Y
all

 2)(

 

    Is given a special name.It is called the correction factor and is used in several 

calculations.Since the within treatments variation is the variation associated with 

observations treated  alike,it is the  variation associated with experimental or random 

error.As would be expected,to obtain a numerical value for this within group variation, 

we obtain a measure of the variation within  each  treatment  group  and  combine  these  

variance  contributions to form a  pooled estimate. Recall from the pooled t situation that 

the pooled variance estimate was  
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This may be rewritten   MSE
kN

SSE
sw 


2

 (mean square error) 

since Nnnn k  ...21  ,the total number of observations.This formula is genrally not 

used for computations unless it is desired to have available the standard error for each 

treatment group.The computational formula for SSE is given by 
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The final source of variation to be calculated is the among treatments variation (the 

failure of  the k treatment means to be alike).The computational formula is given by 

CF
n

T
SSTSS

k

i i
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A final calculational short –cut may be developed by utilizing the relationship 

AmongWithinTotal SSSSSS    =SSE+SST 
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  In practice,SSE is rarely computed directly.Rather it is obtained by subtraction,that is,           

SSTSSSSE Total        

The general procedure for computing the mean square column for the ANOVA is to 

compute first the sum of squares and enter in the ANAVA table; then compute the 

degrees of freedom and enter in the table.Finally to compute the mean square by dividing 

the degrees of freedom into the sum of squares. 

1


k

SST
MST      and      

kN

SSE
MSE


  

The test of the significance of differences among means is accomplished by computing 

the ratio of the estimate of σ
2
 based on between variation (MST) to the estimate based on 

within variation(MSE).This ratio is called an F statistic.The larger this ratio ,the greater 

the difference between the two values and the less likely the null hypothesis is true.  

 Therefore, for large F,we reject H0 and conclude that the means of the treatment groups  

significantly different; the groups are  not drawn  from the same population.Symbolically, 

MSE

MST
F        

  If the null hypothesis is true and  DCBA   ,then MST and MSE are 

both estimates of  the common variance  σ
2
   of the population .To determine if the 

calculated F value is large enough to warrant rejection of  H0 we use Table(F distribution 

) to locate the tabulated critical value, F .The degrees of freedom associated with F are 

1 and 2  where 

1    = df   associated with numerator (MST)     

2   =df   associated with denominator (MSE)     

The degrees of freedom associated with the numerator ( 1 ) determines the appropriate 

column in the table; the denominator degrees of freedom(  2 ) determines the appropriate 

row. 

2-3-2 Factorial Experiment 

      we have the experiment like 
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First step: 
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  Second step:     Constract (A×B) table 
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Third step: Construct  ANOVA  table 

Table 2:ANOVA for the Factorial  Experiment 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3-3-2 Duncan Range Test: 
   The information required to apply this test to a set of data is as follows: 

1-The mean 

2- The standard error of the mean xS   

3-The degrees of freedom on which the error mean square is based.The standard error of 

the mean is derived from the error mean square; that is  
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r

s
S x

2

   where s
2
=the mean square for error and r= the number of replications. 

 

4-3-2 Least Significant Difference Test (LSD): 

   In this test, the difference between any two means is declared significant at some 

desired point,usually the 5 per cent level of significance, when it exceeds the value 

derived from: 2xts  

In the other words, the LSD test utilizes the standard error of a difference between two 

means, xS2 , which serves as the least significant difference between two means when 

multiplied by the tabulated values of "t" at either the 5 per cent or 1 per cent levels of 

significance.This test is applicable only when the F-test for the homogeneity of the means 

in the experiment is significant. 

3-The Result and Discussion    

1-3-Linear Regression 

1-1-3 First Stage 
 

Table 3: Calculus 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ŷ=4.900301+0.877493 x1-0.082193 x2 -0.599782 x3 +0.142741 x4 

There exist significant difference between variables, 
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Table 4:  Foundation of Mathematics 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ŷ=2.399426-0.093053 x1 -0.517606 x2 +0.327194 x3 +0.670881 x4 

There exist significant difference between variables x1 ,x2 ,x4 
 

Table 5: Linear Algebra I 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ŷ=4.342661+ 0.74233 x1+0.898822 x2 -0.731825 x3 +0.111002 x4 

There exist significant in x2. 

Table 6 : General Physics 
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Ŷ=0.24023 + 1.2162 x1 +0.58271 x2 -1.45239 x3 +0.48575 x4 

There exist significant different between some variable like x1,x3,x4 

 

Table 7: computers 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ŷ=8.310100-0.364193 x1 + 0.025736 x2 +0.65992 x3 -0.274669 x4 

There exist significant between  x1 ,x3 

 

Table 8: English 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ŷ=5.883375 +0.058531 x1 +0.114334 x2 +0.146792 x3 +0.070359 x4 

Not significant difference between variables 
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Table 9: Human Rights 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ŷ= -2.35932 – 0.42295 x1 +0.55488 x2-0.12716 x3 +1.24813 x4 

There exist  significant difference between some variable like x1,x2,x4 
 

 

2-1-3-Second Stage      

Table  10: Advanced Calculus 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ŷ=3.46112 -0.26326 x1 +0.00870 x2+0.38388 x3+0.40982 x4 

There exist significant deference in x1, x3 ,x4 
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Table 11: Linear AlgebraII 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ŷ= -0.283878 -0.174263 x1 +0.57105 x2 +0.519714 x3 + 0.112916 x4 

There exist significant different in x2 , x3 

 

Table 12: Probability and Statistics 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ŷ= 0.315994 -0.009588 x1 -0.051968 x2 +0.660274 x3 +0.311598 x4 

There exist significant difference in x3 ,x4 
 

 

 

 

 

 

 

 

 

 

 

 

 



 

77 

 

J.Thi-Qar Sci.         No. (3)              Vol.1       Janu. /2009 
 

Table 13: Differential Equations 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ŷ=0.132886 +0.206657 x1 +0.191163 x2 +0.161414 x3 +0.168154 x4 

There exist significant difference in all variable 

 

Table 14: Computers 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ŷ=1.277132 -0.092120 x1 -0.179539 x2 +0.976032 x3 +0.172206 x4 

There exist significant difference in x3 
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Table 15: Democratic and Freedom 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ŷ= -0.09412 + 0.217294 x1 +0.677395 x2 +0.033081 x3 + 0.68914 x4 

There exist significant difference in x1 ,x2 
 

3-1-3- Third stage 

Table 16: Mathematical Analysis 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ŷ=0.820134 + 0.204207 x1 -0.032230 x2 +0.597448 x3 -0.001020 x4 

There exist significant difference in x3  
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Table 17: Numerical Analysis 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ŷ=4.446973 -0.187951 x1 -0.036749 x2 +0.105182 x3 +0.609109 x4 

There exist significant difference in x1 ,x4 
 

Table 18: Operation Research 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ŷ =2.918298 -0.057642 x1 +0.198580 x2 +0.414137 x3 +0.017395 x4 

There exist significant difference in x3 
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Table 19: Theory of  Differential Equation 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ŷ= -0.972098 +0.068314 x1 +0.352302 x2 +0.202864 x3 +0.379817 x4 

There exist significant difference in x2 ,x3 , x4 

Table 20: Abstract Algebra 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ŷ=1.514603 +0.008510 x1 -0.214368 x2 +0.365478 x3 +0.557072 x4 

There exist significant difference in x3,x4 
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Table 21: Computers 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ŷ=5.648710 -0.033325 x1 +0.000900 x2 +0.597348 x3 -0.168351 x4 

There exist significant difference in x3 ,x4 
 

4-1-3– Fourth Stage 

Table 22: Topology 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ŷ=0.183937 +0.316187 x1 -0.021260 x2 +0.526072 x3 +0.036756 x4 

There exist significant difference in x3 
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Table 23: Complex Analysis 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ŷ= -2.17639 +0.67097 x1 -0.47808 x2+0.65325 x3 +0.31313 x4 

There exist significant difference in all variable. 

Table 24: Functional Analysis 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ŷ=0.626249 +0.061540 x1 -0.042006 x2 +0.134341 x3 +0.599827 x4 

There exist significant difference in x4 
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Table 25: Topological  Entropy 

 

 

 

 

 

 

 

 

 

 

 

 
Ŷ= 0.260684 -0.209895 x1 +0.567151 x2 +0.382107 x3 +0.116890 x4 

There exist significant difference in x2 ,x3 

 

Table 26: Computers 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Ŷ= -1.03502 +0.23795 x1 +0.31750 x2 +0.49025 x3 +0.02456 x4 

Not exist significant difference in variable 
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Table 27: History and Philosophy 

 

 

 

 

 

 

 

 

 

 

 

 
Ŷ= 0.747013 -0.324739 x1 -0.084077 x2 +1.442613 x3 -0.140330 x4 

There exist significant difference in x3. 

  

2-3 Correlations 

1-2-3 First Stage 

 

Table 28: Calculus 

 

 

 

 

 

 

 

 

 

 

 

 
There exist positive correlation between (x1 and x4) , (x2 and x4) 
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Table 29: Foundation of Mathematics 

 

 

 

 

 

 

 

 

 

 

 

 
There exist strong positive correlation between (x2 and x3) ,(x2 and x4) ,(x3 and x4) 

Table 30: Linear AlgebraI     

 

 

 

 

 

 

 

 

 

 
 

There exist strong positive correlation between (x1 and x2) , (x1 and x3) ,(x2 and x3) 

Table 31: General Physics 

 

 

 

 

 

 

 

 

 

 
There exist strong positive correlation between (x1 and x3),(x2 and x3) ,(x2 and x1) , (x2 

and x4) ,(x3 and x4) 
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Table 32: Computers 

 

 

 

 

 

 

 

 

 
 

There exist positive correlation between (x1 and x3) ,(x1 and x4) ,(x3 and x4),(x2 and x3). 

Table 33: English 

 

 

 

 

 

 

 

 

 

 
There exist positive correlation between (x3 and x4) only. 

Table 34: Human Rights 

 

 

 

 

 

 

 

 

 
 

There exist strong positive correlation between (x1 and x3) ,(x1  and x4),(x1 and x2),                     

(x2 and x3),(x3 and x4). 
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2-2-3 Second Stage 

Table 35: Advanced Calculus 

 

 

 

 

 

 

 

 

 

 

 
There exist positive correlation between (x3 and x4) only. 

 

Table 36: Linear AlgebraII 

 

 

 

 

 

 

 

 

 
 

 

There exist positive correlation between (x1 and x2),(x1 and x3),(x1 and x4),(x3 and x4) 

Table 37: Probability and Statistics 

 

 

 

 

 

 

 

 

 

 
 

There exist weakness positive correlation between all variable 
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Table 38: Differential Equations 

 

 

 

 

 

 

 

 

 

 
There exist positive correlation between (x1 and x2) only. 

 

Table 39: Computers 

 

 

 

 

 

 

 

 

 

 
Not correlation  between variables. 

 

Table 40: Democratic and Freedom 

 

 

 

 

 

 

 

 

 

 
There exist strong positive correlation between (x1 and x2),(x1 and x3),(x1 and x4),(x2 and 

x3) 

(x2 and x4),(x3 and x4) 

  



 

89 

 

J.Thi-Qar Sci.         No. (3)              Vol.1       Janu. /2009 
 

 3-2-3 Third Stage 

Table 41: Mathematical Analysis 

 

 

 

 

 

 

 

 

 

 
There exist strong positive correlation between (x3 and x4) only. 

 

Table 42: Numerical Analysis 

 

 

 

 

 

 

 

 

 

 
There exist strong positive correlation between (x3 and x4) only. 

Table 43: Operation Research 

 

 

 

 

 

 

 

 

 

 
There exist positive correlation between (x1 and x2),(x2 and x3) ,(x2 and x4),(x3 and x4) 

 

 



 

90 

 

J.Thi-Qar Sci.         No. (3)              Vol.1       Janu. /2009 
 

Table 44: Theory of Differential Equations 

 

 

 

 

 

 

 

 

 

 

 
Not correlation between all variables. 

Table 45: Abstract Algebra 

 

 

 

 

 

 

 

 

 

 

 
There exist positive correlation between (x2 and x4). 

Table 46: Computers 

 

 

 

 

 

 

 

 

 

 
There exist positive correlation between (x2 and x3),(x3 and x4) 
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4-2-3 Fourth Stage 

Table 47: Topology 

 

 

 

 

 

 

 

 

 
 

There exist positive correlation between (x1 and x2),(x1 and x3),(x2 and x3),(x2 and x4),          

(x3 and x4) 

Table 48: Complex Analysis 

 

 

 

 

 

 

 

 

 

 
 

There exist  positive correlation between (x1 and x2),(x1 and x3),(x2 and x3) 

Table 49: Functional Analysis 

 

 

 

 

 

 

 

 

 

 

 
There exist positive correlation between (x1 and x2). 
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Table 50: Topological Entropy 

 

 

 

 

 

 

 

 

 

 

 

 
There exist positive correlation between (x1 and x2),(x1 and x4),(x2 and x3) 

Table 51: Computers 

 

 

 

 

 

 

 

 

 

 
There exist positive correlation between (x2 and x3),(x3 and x4) 

Table 52: History and  Philosophy of Mathematics 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

There exist positive correlation between (x2 and x4),(x3 and x4) 
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3-3 Design of Experiments 

1-3-3 Completely Random Design 

1-1-3-3  First stage 

Table 53:significant different between courses.  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 54: ANOVA for significant different between courses 
 

 

 

 

 

 

 

Table 55 : Result of Dankn test   
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2-1-3-3 Second stage 

Table  56: significant different between courses 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 57: ANOVA for significant different between courses 
 

 

 

 

 

 

Table 58:Result of Dankn test. 
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3-1-3-3 Third stage 

Table 59: significant different between courses 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 60: ANOVA for significant different between courses 
 

 

 

 

 

 

 

 

Table 61:Result of Dankn test 
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4-1-3-3 fourth stage 

Table 62: significant different between courses 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 63: ANOVA of significant different between courses 
 

 

 

 

 

 

 

Table 64:Result of Dankn test 
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2-3-3 Factorial Experiment   

1-2-3-3 first stage 

Table 65: significant different between courses 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 66: ANOVA of significant different between courses 
 

 

 

 

 

 

 

 

 

 

Table 67: Result of LSD test. 
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2-2-3-3 second stage 

Table 68: significant different between courses 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 69: ANOVA  of significant different between courses 
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Table 70:Result of LSD test  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3-2-3-3 Third stage 

sesSignificant different between cour Table 71: 
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Table 72: ANOVA for significant different between courses 

 

 

 

 
 

 

 

 

 

 

 

 

 

Table 73:Result of LSD test 
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4-2-3-3 fourth stage 

Table 74: significant different between courses 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 75: ANOVA for significant different between courses 
 

 

 

 

 

 

 

 

 

 

Table 76: Result of LSD test  
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 حول مستويات استيعاب طلبة قسم الرياضيات لموادهم الدراسية

 هديل سليم الكتبي         انعام رزاق

 فهجامعة الكو  -كلية العلوم -قسم الرياضيات


